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Abstract

Traditional production systems face several major challenges in transitioning to Industry 4.0 (14.0).
They need to swiftly adapt to demand fluctuations, supply interruptions, and equipment breakdowns.
Digitizing company assets is crucial for seamless communication and data integration across value
chains, necessitating a reorganization of machinery using technologies such as the Internet of Things
(IoT), data analytics, and artificial intelligence (AI). Modern production systems, integrating 14.0 con-
cepts, rely on advanced architectures like RAMI4.0 for designing and implementing Digital Twins (DTs).
To operate effectively in intelligent production environments, these systems must meet requirements
for interoperability, communication, and standardization. However, consistent application of standards
such as ISO 23247 remains a significant challenge.

Managing intelligent production systems involves addressing complex structural, operational, and
organizational aspects. A methodical and integrated approach is essential to navigate these complexi-
ties and align strategic objectives with operational activities. In light of these observations, this research
aims to develop a structured approach for designing, developing, and implementing DT systems aligned
with the strategic vision and business objectives of manufacturing and production industries. The ap-
proach aims to ensure traceability of design attributes, guarantee interoperability, data integration,
model accuracy, real-time data synchronization, and adapt standardized DT definitions to effectively
meet specific enterprise needs and operational contexts.

The thesis proposes a conceptual framework with an application methodology for production sys-
tems. It unfolds in two main parts: 1. Development of a DT system on a Smart platform to test multiple
scenarios by manipulating various production order management processes and rescheduling on assem-
bly lines, considering production hierarchy. 2. Validation of the conceptual framework by designing
a DT system prototype for production systems based on insights gained. This approach enables for-
mulation of recommendations for DT development and deployment to enhance strategic and tactical
objectives, such as production performance in manufacturing systems. Through thorough analysis of
challenges, practical implementation, and validation of the conceptual framework, tailored solutions
are provided to meet the requirements of modern production systems.
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Résumeé

Les systémes de production traditionnels font face a plusieurs défis majeurs dans le cadre de la trans-
formation vers I'Industrie 4.0 (I4.0). Ils doivent étre capables de s’adapter rapidement aux fluctuations
de la demande, aux interruptions d’approvisionnement et aux pannes d’équipement. La digitalisa-
tion des actifs de entreprise est essentielle pour assurer une communication fluide et une intégra-
tion des données a travers les chaines de valeur. Cela nécessite une réorganisation des machines et
des équipements, en utilisant des technologies telles que I'Internet des objets (IoT), I’analyse des don-
nées et I'intelligence artificielle (IA). Les systemes de production modernes, intégrant les concepts de
I'T4.0, reposent sur des architectures avancées comme RAMI4.0 pour la conception et 'implémentation
des jumeaux numériques (JN). Afin de fonctionner efficacement dans un environnement de produc-
tion intelligent, ces systémes doivent répondre aux exigences d’interopérabilité, de communication et
de standardisation. Néanmoins, ’application cohérente de normes telles que I'ISO 23247 reste un défi
majeur.

La gestion des systémes de production intelligents implique de traiter des aspects structurels, opéra-
tionnels et organisationnels complexes. Pour ce faire, une approche méthodique et intégrée est néces-
saire pour aborder ces complexités et assurer I’alignement des objectifs stratégiques avec les opérations
sur le terrain. A la lumiére de ces constats, le travail de recherche présente dans ce manuscrit a pour but
de développer une approche structurée pour la conception, le développement et la mise en ceuvre des
systemes de JN qui soient alignés avec la vision stratégique et les objectifs commerciaux des entreprises
dans les industries de la fabrication et de la production. L’approche vise a fournir une tragabilité des
attributs de conception, a garantir I'interopérabilité, 'intégration des données, la précision des modeles
et la synchronisation des données en temps réel, et a adapter les définitions standardisées des JN pour
répondre efficacement aux besoins spécifiques des entreprises et aux contextes opérationnels.

Dans ce travail de recherche, nous proposons un cadre conceptuel avec méthodologie d’application
pour les systemes de production. Elle se décompose dans deux grands volets. 1. Développement d’un
systéme de JN sur une plateforme Smart, permettant de tester plusieurs scénarios en jouant sur dif-
férents processus de gestion d’ordre de production et de réordonnancement dynamique sur le poste
d’assemblage, tout en prenant en compte la hiérarchie de la ligne de production. 2. Validation du
cadre conceptuel en utilisant les connaissances extraites pour concevoir un prototype de systeme de JN
pour le systéme de production. Grace a cette approche, nous formulons des recommandations sur le
développement et d’utilisation des JN a adopter pour améliorer les objectifs stratégiques et tactiques,
telles que la performance de production d’'un systéme de production. L’analyse approfondie des dé-
fis, la mise en ceuvre pratique et la validation du cadre conceptuel permettent de fournir des solutions
adaptées aux exigences des systemes de production modernes.
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Chapter 1

Introduction

Overview: Chapter 1 captures the transformation underway in the manufacturing industry
due to the adoption of Industry 4.0 (14.0) principles and technologies. It outlines the challenges
faced by traditional production systems and highlights the need for agility, flexibility, and
digital integration. The mention of Digital Twins (DTs) as a key enabler of this transforma-
tion is articulated. It navigates through the complexities inherent in smart production systems
(SPS) and digital twin projects, emphasizing the need for an approach aligned with business
objectives. The exploration begins by dissecting the multi-dimensional complexity within SPS,
addressing structural and operational aspects alongside the challenges posed by digital trans-
formation. Moving forward, the chapter presents research questions and outlines the method-
ology, underscoring the importance of strategic alignment, interdisciplinary collaboration, and
(model-based) systems engineering principles in addressing SPS complexity effectively.

1.1 Digital Twin for Smart Production Systems

The adoption of I4.0 involves a reassessment of the use of established tools and technologies in different
knowledge domains, with the main aim of digitizing a company assets, i.e. "objects which have a value
for an organization" [1]. From one side, the advent of the Internet between the end of the twentieth
century and the beginning of the twenty-first century speeds the dynamics of market conditions, from
the other side, it requires the reorganization of machines and equipment.

The evolution of concepts and solutions becomes apparent through the implementation and re-
finement of 14.0 use cases. For many companies in manufacturing domain (production industry), such
change concerns existing business practices related to any company assets, e.g. production systems,
production processes and products. The current production systems are mainly flexible manufactur-
ing systems, reconfigurable manufacturing systems, automated conveyor systems and single station
automated cells [2].

The production system is a system that transforms input in the form of material, energy, informa-
tion, and monetary means, into value-created output such as a fabricated or assembled product [3].
Beyond its transformative function, it encompasses an array of interconnected systems that realize the
organizational logic governing the production process. Organizational logic is a term used by sociolo-
gists to describe principles or frameworks for action that indicate preferred directions without dictating
particular practices [4], [5]. It can be related to literature in organization theory and economics that ex-
amines systemic interrelationships among organizational practices, using notions of congruence, "fit",
configurations, and complementarities [4]. This includes control system, material handling systems,
and the intricate flow of resources, both in terms of material and information. In essence, a production
system is not only about the physical creation of goods, but also about orchestrating the seamless inter-
action of diverse elements of business processes to optimize efficiency and achieve desired outcomes.
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To address disruptions in the production process (demand fluctuations, supply interruptions, equip-
ment breakdowns [4], maintenance and real system testing [6]), the conventional approach of com-
pletely reprogramming PLCs for minor adjustments is no longer seemed efficient. These downtimes
are expensive and significantly reduce the flexibility of production, as noted in [6]. Furthermore, the
process is often accompanied by the loss of semantically defined data. In the context of 14.0, the adop-
tion of advanced technologies, automation, and digitalization can contribute to optimizing production
processes, improving efficiency, and potentially enhancing economies of scale. By leveraging smart
technologies and data-driven insights, businesses may achieve more efficient and cost-effective opera-
tions, leading to increased production volumes and economies of scale [4]. In light of advancements in
industrial automation and the principles of 14.0, more agile and flexible solutions have gained promi-
nence [6].

The transformation of the production lines is aimed to increase flexibility in efficient production
of vastly different products on the same production line [6]. Moreover, the following requirements for
next generation manufacturing systems include various aspects covering systems, business processes
and their users (Enterprise Integration, Distributed Organization, Heterogeneous Environments, Co-
operation, Integration of humans with software and hardware, Fault Tolerance), as well as systems
architecture (Interoperability, Agility, Scalability, Open and Dynamic Structure) [7].

In this context, the primary transformation revolves around the concept of Digital Twin (DT). The
DT represents the company assets, detailing their characteristics and behavior throughout their life
cycle, facilitating information exchange across value chains [6].

With the integration of digital technologies (internet of things (IoT), data analytics, artificial in-
telligence (AI), advanced automation) the identified gaps in current state manufacturing systems and
4.0 characteristics can be effectively addressed: from predictive maintenance, real-time responsibility
to customization, standardization, communication and digitalization and from decision-making, early
awareness to self-optimization and self-configuration respectively [8]. The functionalities of asset an-
swering to the required characteristics can be filled by DTs, thereby evolving existing production sys-
tems to intelligent and adaptive "smart" entities. Therefore, a SPS, often referred to smart manufactur-
ing or Industry 4.0, integrates advanced technologies like IoT, Al robotics, big data analytics, and cloud
computing into manufacturing processes.

1.1.1 Bibliometric overview on concept of DT and SPS

To conduct the literature overview on the context of research by examining the frequency, co-occurrence,
and trends of keywords or terms used by authors in their publications within a specific field or topic,
the following steps (Fig.1.1) were identified, resulted in 1036 sources on 05/04/2024 in Web Of Science
database. Fig.1.2 illustrates the growth of scientific research on DT from 6 articles in 2017 to 322 articles
in 2023.

The analysis is conducted based on the following criteria: conceptual aspect (evolution of the DT
concept definition, use of RAMI 4.0 or other architectures or frameworks of 14.0); methodology (use of
SE or other principles or approaches); models (use of standardized models for system representation);
technological solution (use of software (components, middleware or legacy systems), specific ICT, etc.).
The main results are illustrated by: Ex.1 and Ex.2 with corresponding networks of clusters Fig.1.3 and
Fig.1.4 respectively.

In Ex.1 focusing on the research areas related to DT concept and SPS within 14.0 and smart manu-
facturing (§1.1.2), the following research topics (clusters) are identified (Fig.1.3):

Blue (1) DT concept and related research on guidance and structure;
Yellow (2) smart manufacturing and SPS and related tools and technologies;

Red (3) 14.0 concept and principles;
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Brown (4) modeling and simulation enabling cross-domain tools and technologies;
Violet (5) IoT and technologies;

Green (6) Digitalization and Industry 5.0 research concepts.

Web Of Science data base : 1036 sources Research
: Context

e Data Processing in Bibliometrix: 6 clusters
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Figure 1.1: Details of bibliometric overview (authors keywords co-occurrence network analysis)
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Figure 1.2: Research trend on DT from bibliometric overview

In Ex.2 focusing on the interconnectedness between DT related topics and DT design or develop-
ment approach or framework (§2.1.1), the following research topics by clusters are identified (Fig.1.4):

Yellow (1) DT and research on development approaches and applications;

Blue (2) smart manufacturing related design methodologies and tools for applications;

Brown (3) SPS and IoT characteristics and context;

Violet (4) Modeling and simulation and decision-making support for manufacturing processes;

Green (5) digitalization context and tools;
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Red (6) semantically defined knowledge and data modeling of industrial metaverse based on content
architecture.

e —

digital twin

rd:,.s’%’;- 40 - :
@ smart manufacturing

Figure 1.3: Clusters in DT research domain for production systems

@ 2 ' smart manufacturing

digital twin

Figure 1.4: Clusters in DT design or development approach or framework

The bibliographic search, conducted according to the criteria for bibliometric overview, results in
the following findings:

1. The research domain mainly concerns the DT design and development and much less the opera-
tion and maintenance of DTs;

"non

2. Among "techniques", "technologies" and "tools", the "approaches", "frameworks" and "architec-
tures" are highly used keywords, that define the areas of interest in DT studies;
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3. The research scope varies depending on DT applications for physical assets in SPS and smart
manufacturing (e.g. product, machines, production lines, smart factory, etc.).

Consequently, DT can be characterized based on its applications (§1.1.3) and roles (§1.1.4), as well
as operational dynamics (§1.2.2) and taxonomy (§1.2.3) of its physical asset.

1.1.2 Concept of DTs

The evolution in research, as stated in some sources [9], not necessarily reflects the reality of things
because the DT does not appeared as a scientific concept but rather as a form of technical solution
adapted to a particular domain or application. Initially the term "DT" was proposed by M.Grieves
in 2002, comprising three components: physical product, virtual product, and their interconnections.
Despite the various interpretations depending on the level of integration between physical and digital
environments [10], which range from perceiving DT as a model, digital shadow, or a comprehensive
representation of the asset with features such as physical simulation and real-time access (Fig.1.5), it
fundamentally remains a digital representation of a real asset.

Digital Model Digital Shadow Digital Twin

. 9 o A seeeeee » Manual Data Flow
Physical Physical Physical ———b Automatic Data Flow
Object Digital Object Digital Object Digital
Object

[} Object [} Object

farsssssasssssassansannns 2

Figure 1.5: Levels of integration between DT and its physical counterpart [10]

Regarding the structure, DT is defined in 2018 as a multidimensional concept, in which the con-
nection part bridges the physical part, virtual part, data, and service [9]. After the DT appeared in
white papers as a promising technical solution many industries began to discuss it. This lead research
communities to appropriate the concept and begin to reflect on it. That is the reason why, when ex-
tensively reading about DTs in scientific literature, the numerous applications of DT are encountered
(§1.1.3). The primary focus lies on the conceptualization of technical advancements around DT [11]
and evolution of the DT concept itself. This evolution based on the exponential growth of the scientific
interest has contributed to defining DT in a unified manner and has facilitated current standardization
efforts in DT engineering (§1.1.3).

In this thesis, we will adhere to the standardized definition of the DT as specified in ISO 23247 series
[12]. This standard provides a comprehensive and universally accepted framework, ensuring clarity and
consistency in our discussions and analyses. The standardized definition of DT is acknowledged as "a
fit for purpose digital representation of some realized thing or process with a means to enable convergence
between the realized instance and the digital instance at an appropriate rate of synchronization” [12]. For
example, as the organizational logic of the production system integrates bundles of human resource
practices with manufacturing practices in pursuit of simultaneous improvements in productivity and
quality [4], the DT needs to represent it with the relevant physical state of its asset and in appropriate
rate of synchronization with real time, near-real time or non-real time. This points to some specific roles
of the DT (§1.1.4) including decision-making support in production that also reflects the relationship
between social system (employees) and technical features of production.

1.1.3 Key characteristics, applications, assets and evaluation criteria for DT
The standardized generic requirements of DT for manufacturing, as outlined in [12], provide essential

features or characteristics for the conceptual realization of DT:
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Accuracy: Ensuring the fidelity and precision of the virtual representation to the physical asset;

Communication: Facilitating seamless information exchange between the DT and connected sys-
tems;

Data Acquisition: Gathering real-time data from sensors and other sources to update the virtual
model;

Data Analytics: Employing analytics for deriving meaningful insights from collected data;
Data Integrity: Ensuring the reliability and consistency of information within the DT;
Extensibility: Allowing for the addition of new features and functionalities over time;
Granularity: Defining the level of detail and resolution in the virtual representation;
Identification: Providing a unique identifier for the DT within a system;

Management: Overseeing the overall control and administration of the DT;

Product Life-Cycle: Covering the entire life span of the physical asset from design to disposal;
Security: Implementing measures to safeguard data and prevent unauthorized access;
Simulation: Supporting the ability to simulate different scenarios and conditions;

Synchronization: Ensuring real-time alignment between the physical asset and its virtual coun-
terpart;

Hierarchical Modeling: Structuring the DT in a hierarchical manner to represent complex rela-
tionships;

Viewpoint: Defining the perspective or angle from which the DT is observed.

Additionally, the initiatives to gather and structure DT capabilities based on certain criteria or cate-
gories appear in the literature and provide a frameworks for development of DTs for specific use cases
(Fig.1.6). The multidisciplinary framework, proposed by Digital Twin Consortium, focuses on the capa-
bility requirements of individual use cases, that can be aggregated to determine the overall capability
requirements, DT platforms and other technology solutions that are required to address the specific
business needs.

Given the unique nature of each business, a plethora of DT realizations emerges through various use
cases and applications of 14.0. Currently, there is not a one-size-fits-all generic DT applicable to any asset
(production system), except of the means of its realization and modeling. It is the operational context
and organizational logic of production system that define DT structure or architecture. Alternatively,
DT use cases and applications are classified based on the reference architectures they employ [6]. In
manufacturing, the typical use cases include [13], [14]:

On-line/off-line analytics, analysis for optimization, behavior analysis for user operation guide;
Real-time state monitoring and control, energy consumption monitoring;

Equipment health check, failure analysis and prediction/maintenance;

Scheduling and routing;

Virtual commissioning, product virtual maintenance or operations.
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Figure 1.6: Digital Twin Capabilities Periodic Table v1.1 from [15]

In addition, the applications related to the safety reason and cloud-based DT performance are de-
fined [14].

Current researches count numerous studies that categorize DT applications by specific set of criteria.
The most cited works provide a comprehensive overview of DT applications. The main evaluating crite-
ria relate to aspects of business: time span-dependent level of interaction (strategic,tactical,operational)
[16] in decision-making [17] during life cycle and purposes for DT applications. Additionally, the ap-
plications vary on DT implementation features, i.e. data acquisition protocols and simulation tools.

In [18] and [14], authors define main purposes for DT applications, illustrated depending on typol-
ogy of the physical assets:

« product: monitoring and improvement of production process, life cycle support, design and main-
tenance;

« equipment (device, station, single machine or process): diagnosis, controlling, and optimizing the
running mode of real equipment by interoperability between DT models, maintenance, monitor-
ing and improvement of production process, safety reasons and flexibility handling;

« manufacturing system: planning and optimizing more accurately the operation of real production
line by building and simulating DT of the production line; for example, DT to optimize existing
or planned production lines [19] and DT for production line covering its design stage [20];

« system of systems: to achieve smart operations, simulation, control, and optimization of product
manufacturing on SPS and smart factory, namely [13], [18], [21].

The concept of DT has several roles within smart manufacturing that are for purpose to enhance
efficiency, productivity, and agility in today rapidly evolving manufacturing landscape.

1.1.4 DT roles for smart production systems

Exploring the roles of DTs across various domains of smart manufacturing and in cross-domain applica-
tions, including aeronautics, automobile, robotics, and ICT, reveals that they are primarily characterized
within the context of CPS and consequently of SPS:
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1. Virtual representation of the physical asset: the DT can be characterized by its physical asset.
It inherits or reflects somehow the organizational logic of the production system. Furthermore,
the DT architecture inherits the hierarchical structure and specific capabilities, functions and
operations of the physical asset. The evolution of simulation technologies allows to simulate,
test and analyze different scenarios before or instead of physical implementation, manipulation
or intervention [10];

2. Real-time environment: the DT fills the gap in existing production systems where, despite
elements being digital such as cyber-physical production systems i.e. industrial robots, there is
no consistent digital representation of the entire production system [9]. The DT is aimed to make
such systems suitable for 14.0, expanding beyond mere simulation to closely emulate real-time
environments in every situation [11]. For example, this allows the remote control and monitoring
of the physical state of the assets of the production system, which has complex infrastructure and
machinery;

3. Decision-making support: the application of DT to support the asset-related decision-making
processes is another major goal. It is closely coupled with asset management and its derivatives
such as asset configuration, asset reconfiguration, asset reconfiguration and planning, asset com-
missioning and asset condition monitoring and health assessment [22], [23], [24]. Moreover, the
details of applications can vary depending on levels of control (existing in literature also for plan-
ning, management: strategic, tactical, operational). They provide insights how DT can be used
to optimize processes and make informed decisions at during the asset lifecycle.

(a) Predictive maintenance and continuous process optimization. DT facilitate predictive main-
tenance by analyzing real-time data to predict potential issues when machines or compo-
nents are likely to fail [25]. This helps in scheduling maintenance activities before a break-
down occurs, minimizing downtime and reducing costs [26]. Additionally, DTs are used for
performance optimization, energy efficiency analysis, and risk assessment based on differ-
ent scenarios.

(b) The following standardized use-cases exist: dynamic scheduling, optimization of material
removal operations and advanced metrology [12].

4. Collaboration, communication and training: DT serve as a common platform for collabora-
tion among various stakeholders, including engineers, operators, and maintenance teams. They
improve communication by providing a shared understanding of the physical system across dif-
ferent departments and disciplines, and are used in educational settings to enhance learning ex-
periences [27].

The roles of DT in aeronautics, space, robotics, manufacturing, and informatics are categorized into
three groups based on the time span-dependent level of interaction (strategic, tactical, operational) and
by the types of decision to make during the life cycle of physical assets, as outlined in [27]:

1. Ongoing state and behavior analysis “for improved maintenance activity and planning”. For ex-
ample, anomalies, physical deformation, cracks monitoring and product/system reliability mod-
elling;

2. Long-term behavior analysis and digital mirroring of activity for predictive maintenance, data
management through the life cycle and virtual commissioning;

3. Support for decision-making through engineering and statistical analyses in all phases of pro-
duct/system life cycle, for example, optimization of system present and future behavior.
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At this stage, the bibliometric overview (§1.1.2) presents general aspects of the concept of DT. While
it offers valuable insights to main features of DT, there appears to be a gap in specific guidelines neces-
sary for engaging in DT development projects. Therefore, the information available may not be suffi-
cient for enrollment in such projects. To move from the concept to practical, implemented solution the
DT system and components need to be defined. For example, to effectively incorporate the dynamic
behavior of the asset, additional asset-specific proprietary requirements for DT must be included. It
also involves understanding how the operations or functions of DT change, adapt, or interact over time
in response to various factors (i.e. inputs, events and conditions of its associated physical asset).

1.2 Complexity dimensions

The fundamental classification of complexity types include groups: static/dynamic and time-dependent/time-
independent, in physical and functional domains of manufacturing respectively [28].

Static (or structural) complexity represents time independent characteristics of a manufacturing
system and focuses on types of sub-systems and strength of interconnections.

Dynamic (or operational) complexity represents system operational characteristics and involves
aspects of time and randomness. Dynamic complexity is described as “the expected amount of infor-
mation required to describe state of a system deviating from its performance expectations due to the
unpredictability”.

In a functional domain, complexity must be defined as a measure of uncertainty in achieving a set
of tasks defined by functional requirements [29]. The axiomatic design complexity theory [29] aims to
reduce system complexity by: 1. minimizing dependencies; 2. eliminating time-independent real and
imaginary complexity; 3. transforming time-dependent combinatorial complexity into time-dependent
periodic complexity by introducing functional periodicity and reinitializing the system at the start of
each period.

Similarly, complexity in manufacturing systems is defined by variables such as origin, quantity, va-
riety, time, and system relationships [30]. Authors define that within the scientific field, internal, static,
and dynamic complexity types prevail. Internally, within a company, this complexity is considered in
terms of its structure, processes, and/or products, as well as the behavior of existing variables over time,
all of which contribute to the generation of uncertainty.

The SPS domain exhibits both static and dynamic complexity, influenced by frequent market changes,
mass customization, and variant proliferation. Specifically, SPS often involve the integration of diverse
elements and technologies across different domains to optimize efficiency, flexibility, and overall per-
formance [28]. Dynamic complexity is time-dependent, associated with real-time operations, material
flow, module reliability, and system behavior deviations. Internal factors such as machine reliability
and scheduling, and external factors like supplier reliability, drive this complexity. The complexity
and structural opacity of engineered systems in smart production (e.g., SPS, cyber-physical production
system (CPPS)) [31], [32], [33] are caused by the coexistence of different physical (i.e., static and dy-
namic) and functional domains within mechanical, civil, electrical, automation, information systems,
and business disciplines.

Many studies using simulations have explored manufacturing system complexity, focusing on tactical-
level activities like scheduling and supply chain control to enhance adaptability under uncertainty [28].
These simulations also examine system adaptability using real-time manufacturing data and the rela-
tionship between system load and perceived complexity.

Approaching complexity in design or manufacturing relies more on understanding and managing
processes and tools than on specific objectives. However, organizations can benefit from DT systems
to address the complexity of their SPS as a powerful tool because of it roles and characteristics in
decision-making support, hierarchical modeling structure and comprehensive approach within view-
point (including flexibility, adaptability to different objectives).
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1.2.1 Business differentiation in SPS

The research on the digital transformation and digitalization of production systems confirms the com-
plexity of its implementation due to the lack of a unified and definitive roadmap, approach and frame-
work that would be suitable for every business in manufacturing domain. In addition, the maturity
assessment related to static capabilities of each manufacturer is imperative in order to understand
the processes, places and paths of the company where each manufacturer stands in terms of digital
transformation readiness [34]. This assessment helps identify strengths, weaknesses, and areas for
improvement, guiding companies in developing effective strategies for digital transformation. The fac-
tors influencing digital transformation of large and small and medium-sized enterprises (SME) vary
depending on budget and resources, and attention based view [35]. Additionally, companies vary on
their dynamic capabilities to integrate, generate and reconfigure internal and external competences and
resources to address a rapidly changing environment [36]. Moreover, for sustainable implementation
of 4.0 companies face the lack of clear boundaries of governmental regulation, high financial invest-
ments, multidisciplinary practical knowledge, internal resistances to organizational changes, and lack
of skilled workers [37]. For successful digital transformation, manufacturing companies need to fo-
cus on three core areas: technology change, re-engineering of business models, and optimization of
organizational structure [38].

Finally, organizations can benefit from empirical research in strategic management, marketing,
manufacturing technology management, and ICT resource management when transitioning to 14.0 [39].
However, this process is challenging and unlikely to be completed quickly. Therefore, it is crucial to
explore how companies can prepare organizationally, operationally, technically, and legally to ensure
a smooth transition to 14.0 and digitalization.

1.2.2 Integration for SPS on Strategic, Tactical, and Operational Levels of Ac-
tivity

Transition to smart production is challenging and require consideration at three levels of organiza-
tional management: short-term, medium-term, and long-term, corresponding to operational, tactical,
and strategic activity levels [40]. This also needs the assessment of the company readiness regard-
ing not only its technical but also managerial and operational aspects helping in performing functions
like strategic planning, employee development, and continuous improvement [34]. Organizational pro-
cesses play a crucial role in shaping the development of systems based on their complexity levels. These
processes vary depending on the specific considerations of System of Systems (SoS), which encompass
planning, analysis, organization, and integration of capabilities from both existing and new systems
into a unified SoS capability [41].

From the business perspective, to overcome challenges in enterprise-wide optimization requires
understanding of dynamic dependencies between organizational structure and the entire ensemble of
production [17]. Authors distinguish the need for integrated and coordinated decision-making across
various functions, geographically distributed organizations, and levels of decision-making. This in-
volves spatial integration, coordinating activities within the enterprise, and temporal integration, co-
ordinating decisions across different timescales.

From technical perspective, traditional software-based IT domain services and legacy systems (e.g.
ERP, MES, SCADA) fall under the category of cyber service nodes [42]. These encompass various en-
terprise functions like enterprise-resource planning(ERP), supply chain management, manufacturing
operations management functions, and engineering tasks linked to product lifecycle management. Ad-
ditionally, virtual factory software used for modeling and simulation, along with data analytics and
visualization tools, are also considered cyber service nodes within SPS. Integrating these cyber service
nodes mirrors today service-oriented architecture (SOA) approach.
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Additionally, in effective organizational management, it is important to differentiate between es-
sential components such as business processes and decision-making processes, field and operational
processes, as well as information and data related digital processes. The intersection between views en-
ables the comprehensive, composite description of such complex concept which is the DT for SPS.The
decentralized decision-making approach further enhances this by categorizing decisions based on their
time-frame (strategic, tactical, operational, real-time), facilitating responsiveness to unforeseen events
[43]. To clarify how they interconnect, the following criteria are proposed:

1. Strategic integration: At the strategic level, the chosen production systems taxonomy serves as
the blueprint, aligning with overarching organizational goals. The taxonomy, encapsulating cat-
egories such as "Production System" and "Production Lines," sets the stage for strategic decisions.
This alignment ensures that high-level organizational objectives resonate with the chosen tax-
onomy, providing a cohesive framework for sustained success. Strategic decisions at this level
pertain to the network mission and objectives, particularly when focusing on the higher levels
of the automation pyramid (such as the enterprise level) [43]. This often requires collaborative
decision-making, involving interactions among participants to reach a consensus.

2. Tactical integration: Transitioning to the tactical level within the supervisory level of the automa-
tion pyramid requires careful alignment of the organizational structure and resource allocation
with the refined elements of the production systems taxonomy. Categories such as "Production
Units" and "Machines" serve as focal points for tactical decisions, shaping resource distribution
and operational efficiency. Change management plans facilitate a smooth transition in accordance
with the organization tactical objectives. These tactical decisions contribute to the longevity,
profitability, and ongoing improvement of all operational areas [43].

3. Operational integration: At the operational level, the utilization of a production systems tax-
onomy is essential for guiding day-to-day operations and decision-making processes within a
company. Key elements such as "Equipment" and "Components" play critical roles in optimizing
operational efficiency and performance, closely intertwined with KPIs to form a dynamic feed-
back loop that fosters continuous improvement and adaptation. Particularly at the machine and
component levels, immediate decision-making is imperative to prevent production disruptions,
highlighting the significance of operational and real-time decision-making processes [43]. Op-
erational decision-making encompasses routine activities on the shop floor, with maintenance
decisions serving as a vital example given their substantial impact on industrial plant lifespan.
Thus, possessing an in-depth understanding of the production process enables informed choices
that contribute to the seamless operation and optimization of production processes.

4. Continuous improvement: The iterative integration process facilitates continuous improvement
across above mentioned levels by utilizing operational insights from performance measurements
to adjust the organizational structure of SPS [43]. This adaptability enhances the organization
resilience and efficiency over time, transforming the taxonomy(hierarchy) into a dynamic frame-
work that responds to operational realities and guides the organization towards sustainable suc-
cess [42]. Agile and resilient enterprises must navigate the complexity of interconnected infor-
mation dimensions, continuously adapting and reorganizing themselves [44].

The various sources and studies conclude that less that half of enterprises (45%) start their trans-
formation journey in implementing digital technologies from considering business missions and objec-
tives.

Achieving strategic, tactical, and operational alignment becomes essential for success in this dy-
namic environment of SPS. Currently, there is no guideline or specification that fills this gap. The
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relevant solution is provided by DIN SPEC 91345:2016-04, which proposes to address the required as-
pects through functional views containing specific properties for domain-specific functionality, as well
as a state model for 4.0 components (see §2.1.2). In the context of Industry 4.0, key components of orga-
nizational structure of SPS, such as hierarchy and decentralization, constitute fundamental principles
of SOA [42]. Hierarchy refers to the vertical arrangement of authority and responsibility, indicating
different levels of management and supervision. Decentralization, on the other hand, pertains to the
distribution of decision-making authority across various levels or units within the organization. SOA
aims to enhance manufacturing systems by fostering modularity, interoperability, and service-oriented
access to cyber-physical capabilities, thereby enabling greater agility and intelligence in manufacturing
processes.

1.2.3 Taxonomy of SPS

The common practice of organizing and incorporating existing production systems into enterprise ar-
chitecture often involves strict layering, resulting in the combination of numerous systems that collec-
tively execute the production process. Based on this, even minor change results in revision of entire
structure both in physical and digital environments. Specifically, its advantage lies in well-defined in-
terfaces between adjacent layers [6]. However, changes that are not part of the layered interface need
to be implemented across all layers. For instance, the ERP system, situated at a higher layer, receives
information from the MES system rather than directly from the SCADA system. Access limitations,
as highlighted in the example, indicate that certain layers may not have direct access to certain data
sources or sensors. In this case, the ERP system does not have access to sensors and relies only on
information provided by the MES.
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Figure 1.7: Hierarchical levels of RAMI4.0 [1]

A taxonomy (Fig.1.7) that encompasses production lines, production units, machines, equipment,
and other components involves categorizing these elements based on their hierarchical relationships
and functions within production systems [1]. This hierarchical structure allows for a systematic classi-
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1.2. Complexity dimensions

fication of elements in a manufacturing environment, helping in business processes organization and
asset management. The existing information systems support specific functionalities of each taxonomy
element of production based on their proper organization, therefore, resulting in numerous common
layers that include presentation, business logic units, and data storage.
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Figure 1.8: Taxonomy of CPPS [33]

Authors in [33] propose a taxonomy for CPPS (Fig.1.8) that includes a cyber component among other
elements. The Cyber Component is a generalizing term that encompasses all hardware and software
components responsible for collecting, storing, analyzing, processing, or securing data within a CPPS.
These IS components play crucial roles in communication, computation, and control, thereby enabling
key characteristics of CPPS such as adaptiveness, self-organization, and context awareness.

From technical perspective lies the idea of creating smart components of the production assets as
main elements of 14.0 regardless or their type and able to communicate with each other though unified
and standardized interfaces [1].

1.2.4 DT multi-domain complexity

Embarking on a DT project for an enterprise without considering why to do the DT (hence the tac-
tical and strategic layers) results in obtaining a system that can be expensive and that does not bring
any verified value to the assets [45]. According to the European Factories of the Future Research As-
sociation (EFFRA)!, the transformation, including digital, aimed to improve business can be focusing
to the following performance characteristics in manufacturing and in information and communication
technologies (ICT). Consequently, DT often encounter a convergence of complexities inherent to the
environment within it is developed. Firstly, DTs must enable the assessment of performance metrics
for SPS, (Fig.1.9) [46]. These metrics allow measuring the efficiency and effectiveness of actions taken
based on decisions, thereby providing a means to evaluate the capabilities of SPS. Secondly, it should
be evaluated by the measures specific to a domain of its subsystems and components (e.g. software
quality metrics by ISO/IEC 25010:2023). The definition of performance characteristics by EFFRA also
can illustrate such dependencies (Appendix A).
The key aspects contributing to multi-domain complexity in current SPS can be summarized:

« Interdisciplinary integration: SPS typically bring together elements from various disciplines such
as mechanical engineering, electrical engineering, automation, computer science, and data ana-
lytics [32]. The integration of expertise from multiple domains is essential for developing com-
prehensive and effective solutions.

+ Cyber-physical integration: The convergence of physical processes with digital technologies
characterizes SPS [31]. This integration involves the seamless interaction between physical com-
ponents and digital systems, adding complexity to the overall operational environment [47].

Thttps://www.effra.eu/: anon-for-profit, industry-driven association promoting the development of new and
innovative production technologies
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Figure 1.9: Linkage of smart manufacturing enablers with the Smart manufacturing performance mea-
sures [46]

+ Data and information integration: SPS rely heavily on data-driven decision-making [48]. Inte-
grating data from different sources, such as sensors, machines, and enterprise systems, presents
challenges in terms of data formats [49], standards [50], and real-time processing [47].

« Communication networks: The use of communication networks to connect various components
and systems introduces complexities related to network protocols, security, and reliability [50].

Ensuring relevant, seamless communication across different domains is crucial for the effective-
ness of SPS.

« Interoperability challenges: Different domains often use diverse technologies and standards in
SPS [47] that support interaction between DT and non-DT components [51]. The heterogeneous
character of assets in SPS requires a use of standardized tools [52]. Moreover, interoperability is
required for systems of DTs to interoperate [51].

« Life cycle management: The entire life cycle of SPS, from design and implementation to operation
and maintenance, involves multiple domains. Coordinating activities throughout the life cycle
requires careful management and consideration of various factors [53].
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« Regulatory compliance: Compliance with regulations and standards require additional quality
checks from different domains, such as safety standards, environmental regulations, and industry-
specific guidelines, adding a layer of complexity to SPS [53].

« Adaptability and flexibility: SPS need to be adaptable to changes in technology, market demands,
and business strategies. Achieving adaptability while dealing with multi-domain complexity is a
continuous challenge [53].

Addressing multi-domain complexity in SPSs requires a holistic and integrated approach. From
business perspective, it should consider organizational structure of SPS. Such integrated perspective can
span strategic, tactical, and operational levels of planning and management as well as specific processes
related to business decision-making, operations and field processes and digital process for information
supply as a binder component, not only to ensure alignment with organizational objectives but also
establishing a foundation for adaptability, efficiency, and continuous improvement in 14.0.

From technical perspective, this approach involves collaboration between experts from different
fields, standardized communication protocols, and advanced technologies to ensure seamless interop-
erability and efficient operation across diverse domains. By conceptualizing DT for production systems
in connection with organizational issues, companies can navigate the complexities of the manufactur-
ing environment with strategic foresight.

To tackle multi-domain complexity in current SPS, different industry and scientific approaches can
be used. Among them, the main ones include System Engineering, Model-Based Systems and Software
Engineering, Enterprise Architecture, Platform-Based Design, Agile and DevOps Practices.

1.3 Research questions and methodology

As the manufacturing and production industries reached a certain level of maturity in smart technolo-
gies for digital transformation, it is of big interest to understand how can it profit from DT. Particularly,
how can enterprise assure the transfer to digitalized facilities and take a next step in tackling and an-
ticipating arising multidimensional complexity issues (concerning manufacturing systems, design and
product development, business and market) requiring higher level of business organization and man-
agement [28]. The complexity of engineered systems in smart production (e.g. SPS, cyber-physical
production system (CPPS)) [31], [32] is caused by coexistence of different physical (i.e. static and dy-
namic) and functional domains within mechanical, civil, electrical, automation, information systems
and business disciplines. Moreover, tackling challenges in smart production requires considering three
levels of organizational management describing different tiers of decision-making and planning (at
short, medium and long term corresponding to operation, tactical and strategical activity levels). Em-
barking on a DT project for an enterprise without considering why to do the DT (hence the tactical
and strategic layers) results in obtaining a system that can be expensive and that does not bring any
verified value to the assets [45].

Therefore, to ensure consistency between DT and enterprise’ strategy (which evolves over time), it
is necessary to have a clear and structured approach that enables the DT operational elements to be de-
rived from the strategy. Secondly, it needs to overcome technical challenges in the solution implemen-
tation like system interoperability, data integration, model accuracy, real-time data synchronization,
system architecture and development of predictive capabilities [54]. Such an approach can be focused
on two questions:

« What is the methodology to follow in order to define a DT system that meets the strate-
gic objectives of the company while taking into account the needs of the different stake-
holders and the constraints of the existing system?
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+ How to ensure a continuum of transformations throughout the process of defining the
DT system, allowing traceability for all decision-makers?

This thesis addresses the necessity for guided development of DT projects that align with the strate-
gic vision and business objectives of companies. It is based on industry standardization recommenda-
tions, focusing on the design, development and implementation of a DT system.

An essential aspect of this development is ensuring traceability of design attributes such as re-
quirements, models, and other critical elements. This traceability ensures that every aspect of the DT
system is aligned with the strategic goals and can be accurately monitored and managed throughout
its lifecycle.

Another objective of the project is ensuring that the standardized definition of DT is tailored to meet
the specific objectives of the required application. This tailored approach, combined with sequential
traceability, guarantees that the DT system is not only standardized but also customized to effectively
address specific business needs and operational contexts.

Additionally, this thesis aims to enhance the DT development process based on a framework and
methodology aligned with the company business objectives.

Finally, the research is based on aspects pertaining to the development and implementation of DT
in the context of SPS while conducting DT development project, that are:

« Digital transformation in SPS is complex due to the lack of a unified roadmap and framework
suitable for all manufacturing businesses.

« Embarking on DT projects without considering tactical and strategic layers can result in expen-
sive systems without verified value.

« Complexity within SPS is defined by factors such as origin, quantity, variety, time, and system
relationships and requires understanding dynamic dependencies between organizational struc-
ture(achieving alignment between strategic, tactical, and operational levels) and production com-
ponents (taxonomy of SPS).

« Retrofitting existing assets for smart production faces organizational challenges, depending on
the architecture of systems within the enterprise. organizational processes define the systems un-
der development, and addressing challenges often involves considerations of Systems of Systems
planning and integration.

In the specific context of implementing DT systems on production lines, the research aims to answer
the question of how to effectively carry out this implementation. Analyzing existing solutions and best
practices, we follow an approach focusing on three key principles:

» Standardization: We prioritize adherence to industry-accepted standards that provide a common
framework that fosters clarity and coherence in our DT project.

« Interdisciplinary collaboration: Considering complexities inherent in multi-domain environments
ensures a comprehensive understanding of DT system development and recognition of collective
expertise of professionals spanning various domains.

« Transformation continuum: In a rapidly evolving technological landscape, our commitment to
ongoing refinement enables to adapt SE approach and DT frameworks to meet evolving require-
ments and embrace emerging technologies.

Additionally, the perspective of considering DT as a system of systems is discussed. Here, the
research objectives include the identification of system parameters and functionalities on system of
systems level for production line, the construction of a unified structure for the system. The research
methodology followed throughout this thesis project includes the following steps:
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« Understanding the scope of DT for SPS and the context of manufacturing lab. Adapting the
existing engineering practices and methodologies to build a framework and methodology for DT
development.

« The application of this framework for DT development based on specific business requirements.
The validation of the approach on the flexible production line on the AIP-PRIMéca Academic
Technological Platform?.

« The DT system designed based on the proposed framework. Once the prior business requirements
are understood and the existing capabilities of the flexible production line are assessed, it becomes
crucial to define the DT components capable of meeting these prerequisites.

Controls 3
*  Project planning
Progress reviews
Standards (e.g.
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Figure 1.10: Step 1: Understanding the scope of SPS-DT and the context of manufacturing lab

The overview on the thesis structure include the following chapters.

Chapter 2 (Fig.1.10) presents the state-of-art and state-of-practice on the existing DT design ap-
proaches, frameworks and methodologies. The elements of the analysis focused on discussing their
strengths, weaknesses, and potential for further application and contribution in the project are given.

Chapter 3 (Fig.1.11) proposes a methodological framework for DT development from a macroscopic
perspective. The approach emphasizes managing complexities and dependencies in pursuit of trans-
parency, traceability, and reliability at every stage of developing DT for SPS.

The next three chapters correspond to the complete application of the proposition on a use-case
(Fig.1.12). More precisely, chapter 4 showcase the application of the proposed framework using spe-
cific models and predefined scenarios for real-time state monitoring and inventory management on the
production unit. Chapter 5 shows the results of implementation of DT system components. And chap-
ter 6 provides the validation of outcomes and any insights gained from the implementation process,
demonstrating how the developed DT components contribute to meeting business requirements.

Chapter 7 concludes on the accomplishment of thesis based on the research questions.

’https://smart-rao.insa-lyon.fr/fr/content/plateforme-technologique-academique-smart-rao
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Chapter 2

State of the Art

Overview: Chapter 2 explores the current state of the art (standards, architectures and design
approaches for DT), and state-of-practice (DT applications) essential for defining the scope
and addressing research questions. It emphasizes the importance of regulatory frameworks,
international standards, and reference architectures for its further positioning and application
in our methodological framework.

2.1 Standards and architectures for DT

To comprehensively define the DT scope and to address the research questions posed in §1.3, a strategic
identification of an appropriate regulatory framework and tools is imperative. This involves consider-
ing international, domain-specific, or industry standards, as well as leveraging reference architectures.
While standards represent widely accepted specifications and practices within a particular industry
or community, ensuring compatibility and quality, architectures define the overall design and struc-
ture of a system. While some architectures may evolve into standards, standards often influence the
design of architectures. Recognizing these distinctions facilitates clear communication and informed
decision-making within technical domains. A prominent example of an architecture that has become a
standard in manufacturing is the Open Platform Communications Unified Architecture (OPC UA) and
is documented in IEC 62541 series.

The architecture, as defined by ISO 15288, is a (system) fundamental concepts or properties of a
system in its environment embodied in its elements, relationships, and in the principles of its design
and evolution [41]. This holistic perspective extends beyond physical structure to include the dynamic
behavior of components, their functionalities, and overarching principles, providing a foundation to
understand systems. In the context of technology and computing, architecture encompasses the funda-
mental principles, models, components, and relationships defining the design and structure of a system
or software/hardware solution.

In the literature, the term "architecture" in the context of DTs is often associated with conceptual,
reference architectures, and frameworks. For instance, an architecture is defined as a consolidated
structure designed for technology implementation [55]. It facilitates the decomposition of technology
into elements and streamlines their integration into existing or new ecosystems with minimal effort.
Simultaneously, authors emphasize that, from the perspective of standardization, an architecture with
properly refined elements is preferred, as it aids in mapping with each standard.

In [56] and [57] the reference architecture (or software reference architecture) is defined as a special
type of software architecture that serves as a blueprint for building similar systems of a given domain
or technology and that comprises reusable information to support the design of product architectures
(also referred to as concrete architectures or architectural instances) through an instantiation process.

Designing DTs for Industry 4.0 applications, e.g. SPS-DTs, relies heavily on selecting architectures
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that describe each concept effectively. Within the realm of DTs, reference architectures play a major
role in streamlining the design process by offering structure and set of guidelines, components, and
interactions that ensure consistency across various DT applications in the domain. Multiple proposed
architectures exist for DTs. A review of the most cited ones is presented in §2.1.1.

In the context of 14.0, the standardized framework of RAMI 4.0 [1] stands out among conceptual
architectures due to its inclusive approach in organizing and integrating industrial production facets,
encompassing both information technology and operational technology. This distinctiveness is under-
scored by RAMI systematic structuring of industrial processes, data and systems, warranting a dedi-
cated examination (detailed in §2.1.2). According to DIN SPEC 91345:2016-04 [1], architecture encom-
passes elements derived from a model governed by established principles and rules, with a reference
architecture serving as a model for architecture descriptions within the context of 14.0. Recognized for
its suitability and wide acceptance, a reference architecture, often based on a reference model, provides
a standardized framework for defining specific architectures. Consequently, DT models can be derived
from RAMI 4.0 reference models, aligning with established principles and guidelines for Industry 4.0
initiatives. For instance, while numerous networks and organizations strive to standardize and unify
industry semantics, the pivotal role of RAMI 4.0 in shaping semantics within SPS is emphasized, serving
as an initial semantic model for unifying data or information meaning in Industry 4.0 applications [58].

The administration shell (detailed in §2.1.3) contributes in realizing RAMI principles by provid-
ing standardized model specification with interfaces and functionalities for leveraging the Industry 4.0
component (individual assets within the industrial ecosystem). It lies at the core of this component,
segmented into a header with a manifest and a body containing multiple sub-models, all compliant
with IEC 63278:2023 guidelines.

Finally, having a clear understanding of the reference architecture for DT systems is essential for
several reasons when reviewing and refining regulatory framework depending on the domain of appli-
cation. For example, authors in [55] attempted to define a framework for DT standards for manufactur-
ing and civil engineering domains based on the 5D architecture [59] (see §.2.1.1). The provided Fig.2.1
illustrates only the standards related to manufacturing.
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Figure 2.1: Framework of DT standards for manufacturing adopted from [55]

However, the authors do not include considerations regarding the time horizon and the life cycle
stage of the DT, aspects that are crucial for determining when each standard should be applied. The
following criteria can be considered when reviewing and refining regulatory framework in production
systems domain:

 Holistic Understanding: Standards applicable for DTs development often cover a broad range of
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2.1. Standards and architectures for DT

aspects, including data representation, communication protocols, security, and more. A clear un-
derstanding of the domain and application context ensures a holistic view of the system, enabling
comprehensive standardization of each component of the reference architecture [56].

« Standardization Alignment: A clear reference architecture provides a foundation for aligning
standards with the actual structure and functioning of DT systems and their physical counter-
parts. Standards that accurately reflect the reference architecture are more likely to be effective
and applicable in real-world scenarios [60].

« Interdisciplinary Collaboration: Interoperability involves the seamless collaboration and integra-
tion of standards that are consistently aligned with each other [61]. When choosing the refer-
ence architecture, these standards influence the selection of technologies and communication
pathways, therefore should be integrated into it [57]. The reference architecture can incorporate
standardized interfaces and communication patterns, facilitating smooth interoperability among
various components governed by a set of standards [62].

« Consistency and Coherence: When standards are aligned with the architecture, they contribute
to a unified approach in the development [60], deployment, and management of valuable assets
[62], reducing ambiguity and improving overall system performance.

« Evaluation: To evaluate efforts, it is important to systematically deconstruct DTs and assess their
actual state. The reference architecture serves as a roadmap for this evaluation, allowing to assess
how well existing standards align with the actual structure and requirements of DT systems [61].

« Sustainability: As DTs evolve and new technologies emerge, a solid reference architecture pro-
vides a basis for future-proofing standards. Understanding the architecture allows standardiza-
tion bodies to anticipate changes and incorporate flexibility into standards to accommodate tech-
nological advancements, thereby establish a sustainable environment for smart manufacturing.
Standards enhance system reliability, market relevance, and investment security, aligning with
the overarching goals of sustainable industrial development [62].

« Support of SOA characteristics: Organizations can benefit from upgrading hierarchical architec-
tures, which do not necessarily define a physical hierarchy but rather a hierarchy of functions.
Such architectures do not demand any specific implementation and can be built upon when in-
tegrating with SOA in 14.0 settings, such as DT or other applications [60].

2.1.1 Conceptual and reference architectures for DT

Several conceptual architectures for DT have been proposed over the past decade, with some evolving
into standards. In what follows, some state-of-the-art architectures and normalized reference architec-
ture model are studied.

Overview of state-of-the-art architectures with the list of main sources is identified using the fol-
lowing criteria:

1. Citation rating,
2. Integration with automation pyramid or RAMI 4.0 or other architectures or frameworks of 14.0,
3. Models for virtual representation (or neutrality to them),

4. Implementation example for a specific application.
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Source Architecture
Reference | Year | Citation | Physical twin Name Type Application
Rate
[63] 2015 | 5756 CPS 5C architecture for implementation Unified framework -
of Cyber-Physical System
[59] 2017 | 1242 Shoop-floor Conceptual model for DT shop-floor | Concept and operation of DT S Virtual representation of shop-floor,
Operation mechanism of DTS production process
[64] 2020 | 1202 Physical object A Digital Twin reference model Concept, Reference model References to early applications
(e.g. DT machining, machine tool)
[65] 2020 | 501 Physical object Typical architecture of General framework for the DT Virtual Reality, Virtual Sensors (IoT),
an Industrial Internet of Things The Digital Patient (e-health),
platform supporting the Digital Twin The Digital City
[66] 2021 | 448 Physical object A conceptual Digital Twin Reference architecture model Case Study: Wetland
reference model schedule maintenance
[67] 2019 | 408 Manufacturing workshop Framework of digital twin-driven Framework, reference model Semi-physical simulation,
manufacturing cyber-physical system real-time twinning,
parallel controlling of manufacturing CPS
[21] 2019 | 406 Smart part and resource Framework of DT-CPPS A general framework for Real-time data-driven
the Digital Twin operations management (control)
[68] 2019 | 303 Reconfigurable Framework of digital twin-driven Digital twin-driven approach Semi-physical
manufacturing system manufacturing cyber-physical system simulation platform
of a smartphone assembly
line for reconfiguration
[69] 2020 | 299 Reconfigurable Framework of digital twin-driven Digital twin-driven approach Semi-physical
manufacturing system manufacturing cyber-physical system simulation platform
of a smartphone assembly
line for reconfiguration
[70] 2019 | 296 Physical asset Intelligent Digital Twin architecture Functional architecture Real-time data-driven
in Cyber Layer operations management (control);
Case study on modular
production system
[71] 2019 | 284 Smart manufacturing A generic system architecture Generic architecture On-demand manufacturing services
equipment for cloud-based
manufacturing equipment
[72] 2021 | 255 Manufacturing unit The architecture of the Design method Case study: hollow glass
quad-play CMCO design model manufacturing system
for plug-and-play platform
configuration, control
[73] 2020 | 254 Physical devices, Connection architecture 5C architecture Case study:robotic gripper
objects and equipment for a digital twin remote monitoring, emulation
and simulation, fault detection,
diagnosis, virtual commissioning

Table 2.1: References to most cited DT architectures
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Before standardized DT reference architecture [12], various propositions were made, some of them are
referenced in Tab.2.1 (based on §1.1.1).

The DT cyber-physical shop floor model [21] includes four modules: DT simulation, Real-time data
processing, Manufacturing operations execution and Responsive production decision-making. After
defining smart parts, smart resources are configured and mapped to cyberspace via formalized models
through data service, simulation and decision-making applications.

The 5-C architecture for implementation of cyber-physical system (CPS) [63] represents required
functionalities and capabilities with related applications and technologies in Industry 4.0 context. The
detailed workflow of CPS construction is starting with smart connection (data acquisition) and pro-
gressing to data-to-information conversion, outlining the importance of factors like seamless data man-
agement and sensor selection. However, the need for guidance and insight to specific models with the
detailed breakdown of the 5C architecture is seen as a step towards achieving this clarity.

Five-dimension DT architecture [59] consists of physical entity, virtual entity, connection, DT data,
and services.

The DT architecture is defined by representing connectivity between functional modules and phys-
ical twin [73]. This architecture is based on 6 layers: layers 1 and 2 for physical assets such as machines
and PLCs, layer 3 for local data repository i.e. OPC-UA server, layer 4 for IoT gateway, layer 5 for
cloud-based information repositories and layer 6 for emulation and simulation. This architecture is
validated on the case study of robotic gripper connected to OPC-UA server and industrial IoT system
using Google Cloud Platform and Siemens Tecnomatix PS for information repository, simulation and
visualization.

DT layered architecture with main characteristics for cyber physical systems (“synchronization with
the real asset, active data acquisition from the real environment and ability of simulation”) is imple-
mented as a Java-based software application using asset data from TIA Portal and PLM Teamcenter
[70].

From the appearance of ISO 23247 standard [12], some studies compare functionalities defined in
this standard with other reference architectures [74], others provide DT implementations based on it
for different applications: CNC machining supervision and monitoring [75], control and monitoring of
manufacturing system [76]. These implementations highlight a growing trend towards holistic adap-
tation and application of the standard in real-world contexts.

Despite its designation as a ’Digital Twin Integration Framework’, which aims to provide foun-
dational principles, standard definitions, and guidelines applicable to real-world scenarios (cf. §1.1.3,
§1.1.4), criticisms have emerged regarding its completeness [77]. Authors note that, while it aims to
be general and flexible enough for customization, allowing adaptation to the specific requirements and
scopes of different companies with varying needs and targeting different integration levels or produc-
tion areas, it does not adequately address the approach for its application and use for DT development.
Clearly, that this gap need to be further refined and clarified in order to fully support effective imple-
mentation of SPS-DT or other industrial settings.

Introduced in ISO 23247-2:2021, the entity-based digital twin reference model for manufacturing
(Fig.2.2) defines the architecture for DT applications. As its part, the digital twin entity is “a set of
systems that provide functionalities for DTs such as realization, management, synchronization and
simulation”. Hence, there is a necessity for mutual, bidirectional communication between the physical
and digital environments. DT entity, comprised of specific functional entities(FE), receives data and
processes information concerning physical entities via standardized communication protocols and in-
formation exchange standards (e.g. OPC-UA, Automation ML, JSON). Further, the user entity visualizes
the simulation and modelling results of DT entity to the end user or transfers them to other external
system or DT. Therefore, the DT can be conceptualized from a system of systems perspective.
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The DT framework includes device communication entity, DT entity, User entity and Cross-system
entity (Fig.2.2). Each entity offers specific functionalities necessary for implementing the DT framework
into systems and sub-systems that oversee the domains. An implementation must integrate these enti-
ties, or ones with comparable functionality, to meet the requirements of each domain. The mechanism
of the information exchange, presented within a DT framework, uses industry common communication
protocols (Fig.2.3). Data is gathered by the device communication entity from the proximity network
and relayed to the DT entity via the access network in the first setup, while the User entity manages
OMEs through the legacy communication channel. The access to external systems and Cross-system
entity is possible through user and access networks. In contrast, in the second setup, the device com-
munication entity directly collects data within a unified system and transfers it to the DT entity via
the access network, as exemplified by a modern CNC control supporting direct numerical control and
MTConnect for reporting.

It is worth mentioning that there is a persistent confusion in the mentioning of conceptual, logical
and physical architectures in domain related to design and development of DTs. For example, authors
in [78] consider reference model, reference architecture, architectural pattern to evaluate and review
software architectures for DT stating that:

1. Initiated from the ISO 25010 standard on software product quality, a catalog of 14 quality at-
tributes relevant to DTs was identified.

2. Analysis reveals that 56.42% of architectural solutions for digital twins are reference models.

3. Regarding DT implementation, the study found that architectural solutions employ a set of 10
patterns, with half of the primary studies combining multiple patterns. Among these, the lay-
ered and SOA patterns are the most commonly utilized, implying a tendency towards conformity
among architectural solutions for DTs.

Additionally, authors in [74] analyze the state-of-art on standardization of software architectures for
DTs in manufacturing, focusing on alignment with ISO 23247 and prioritizing functional aspects over
non-functional entities like security and maintainability. Their analysis stems from their experience
with projects where they observed that standards, including the ISO 23247 standard, are not consistently
adhered to. They highlight the main aspects of analysis:

1. Challenges in measuring compliance of existing digital twin architectures with the ISO 23247
reference architecture, including lack of consensus among respondents and experts on the im-
portance of aligning with ISO 23247.

2. Lack of implementation of certain FEs such as Plug and play support, Peer interface, and Data
assurance.

3. Challenges in implementation due to maturity of applications and technical hurdles.

4. Recommendation for differentiating mandatory FEs from optional ones in the standard.

5. Missing support for functionalities like Data storage and Digital twin versioning in ISO 23247.
6. Perception of ISO 23247 as pivotal for addressing challenges like interoperability.

7. Consideration of the evolving nature of the reference architecture.

8. Suggestions for future work, including proposing a refined reference architecture and assessing
interoperability among architecture components.
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It is imperative to consider the different levels of abstraction—conceptual, logical, and physical—during
system design and development. While conceptual architecture defines high-level concepts and rela-
tionships, logical architecture defines system components and interactions in a technology-independent
manner, and physical architecture specifies the actual implementation details of the system. The ISO
23247 reference model for DT represents itself a conceptual architecture (i.e. structure in the highest
level of abstraction) for DT in manufacturing as it provide unified functionalities for DT as functional
entities and, importantly, the relationship between entities. Furthermore, as a reference model without
implementation details, it does not restrict the types of derived logical and physical architectures for
the applications.

We conclude that among various contributing factors, the sporadic application of models or archi-
tectures in the literature focusing on DT design and development, as previously highlighted, may be
attributed to:

« the insufficient use of a standardized reference architecture RAMI 4.0 for the domain and appli-
cation context, which could provide unified semantics in application;

« thelack of a distinct methodology to base on (e.g. SE) for positioning and differentiation of models
in the DT development process that will assist in design (e.g. in differentiation of mandatory FEs
from optional ones).

2.1.2 RAMI 4.0

The two basic reference models for the Industry 4.0 concept are announced in DIN SPEC 91345:2016-
04: "RAMI 4.0" and "reference model for Industry 4.0 — Component". The integration into the Industry
4.0 context is crucial, and RAMI 4.0 appropriately characterizes this environment [1]. Its main idea is
to represent as a three-dimensional model which describes: architectural or functionality layers, life
cycle of facilities and products, and hierarchy levels from IEC 62264 for enterprise-control systems
integration. RAMI 4.0 aims to ensure interoperability, flexibility, and efficiency in the implementation
of Industry 4.0 applications by defining a structure for integrating components and technologies from
various domains within SPS. At the beginning, the complexity of RAMI 4.0 vision introduced difficulties
in its application to digitalization solutions. however, it regained the interest with time due to cumulated
knowledge in used domains. The reference model for Industry 4.0 component (I4.0 component) defines
them as “a globally and uniquely identifiable participants capable of communication, and consist of the
administration shell and the asset with a digital connection within an Industry 4.0 system. In industrial
applications based on RAMI 4.0, the 14.0 component can be “a production system, an individual machine
or unit, or a module within a machine” [1].

The RAMI 4.0 application requirements [1] emphasize the flexibility of layers within the framework.
According to these requirements, layers are not obliged to contain content, allowing for a loose con-
nection between them. Interactions may occur between two adjacent layers or within a single layer,
with no skipping of layers permitted. Additionally, interactions can traverse through multiple layers.

The functionalities of DT are shaped by the architecture layers of RAMI 4.0, each layer contributing
to a holistic understanding of the system.

The "Business" layer encompasses critical elements such as organizational boundaries, monetary
conditions, function integrity in the value-added chain, modeling rules, business models, and associ-
ated processes. It also manages legal and regulatory aspects, orchestrates services on the "Functional”
layer, establishes links between business processes, and facilitates the progression of business processes
through event reception.
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Figure 2.4: Reference architecture model Industrie 4.0 (RAMI4.0) [1]

The "Functional" layer outlines the logical functions of SOI or an asset within the system., serving
as abstract, conceptual descriptions derived from the system functional requirements. Additionally,
these functions define the asset role in the overall system operation, describing high-level operations
or behaviors necessary to meet functional requirements. This layer encompasses the formal digital de-
scription of functions, facilitating the horizontal integration of diverse functions. Logical functions play
a crucial role in defining the architecture and design of the system by breaking down complex require-
ments into manageable components. Additionally, the Functional layer acts as a runtime and modeling
environment for services, business processes, applications, and technical functionalities. While assets
are not directly associated with this layer in the RAMI hierarchy, discussing their role underscores the
significance of functions within the broader system framework. Ultimately, this foundation of describ-
ing logical functions will later be attributed to specific assets in lower RAMI layers, i.e. communication
functions on the communication layer (facilitating information exchange with other assets or systems),
control functions (regulating the behavior and interactions of the asset) on the integration layer, phys-
ical functions (describing the physical actions and operations performed by the asset) on an asset layer.

The "Information" layer pertains to the data utilized, generated, or modified by an asset techni-
cal functionality. This involves the runtime environment for event preprocessing, rule execution, and
formal descriptions of models and rules. The layer ensures data integrity, integrates diverse data con-
sistently, acquires new high-quality data, and provides structured data via service interfaces. It is also
responsible for receiving events, transforming them for the functional layer, and conducting context
preprocessing - such as applying rules to events to generate new events for further processing in the
functional layer.

The "Communication" layer defines how connected assets access information and functions compli-
ant with the framework. It specifies the data used, its location, and the timing of distribution. Notably, it
emphasizes that conventional technologies like field buses, RFID, and QR codes belong to the "Integra-
tion" layer, not the "Communication" layer. The importance of transferred information and functions
extends beyond operational utilization, encompassing all phases of an asset lifetime. Examples include
standardized 14.0 communication with a uniform data format (e.g. OPC UA communication protocol
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for industrial automation and IoT applications or MQTT a lightweight, publish-subscribe messaging
protocol commonly used in IoT and Industry 4.0 applications) and the provision of SOA-based services,
such as information functions.

The "Integration" layer serves as the bridge between the physical and information worlds, facili-
tating the implementation of functions and storing properties crucial for an asset usability. This layer
accommodates both physical and software-based sub-functions seamlessly. It includes representations
of actual resources, technical elements like RFID readers and sensors, computer-aided control of pro-
cesses, and human-machine interfaces (HMI). Events generated in the physical world trigger corre-
sponding events in the virtual world, primarily within the integration layer, influencing higher layers,
and can communicate with the "Communication" layer.

The "Asset" layer represents physical reality and existing assets in the physical world. It serves as
the foundation for higher layers, but doesn’t necessarily have a one-to-one correspondence with every
item in the digital world. For instance, a machine part in the "Asset" layer may persist as a representation
in the "Integration” layer even after its physical existence ceases. This layer encompasses a wide range
of physical entities, services, documents, and interfaces between humans and the information world.
Moreover, it establishes the connection of assets to the "Integration” layer and acts as the interface
between the physical world and the digital representation. Assets within this layer can be combined to
form more complex assets, following the rules of the reference architecture model.

Reading and applying RAMI 4.0 requires identifying a perspective on the architectural layer (the
focal aspect), determining the life cycle phase (such as development, manufacturing, or operation) of
the product or system in question, and establishing the hierarchy level relevant to the application.
The RAMI 4.0 offers flexibility in its application, without imposing restrictions based on the nature of
assets such as products, processes, or production systems. Furthermore, RAMI aligns seamlessly with
established standards governing enterprise IT (DIN EN 62264-1 (IEC 62264-1)) and control systems
(DIN EN 61512-1 (IEC 61512-1)) pertaining to production systems and their structure, as discussed in
§1.1. This structured reference architecture model, which incorporates terms like "Connected world",
"Enterprise", "Field device" and "Product” serves as a foundational reference for the seamless integration
of Industry 4.0 principles into production systems.

2.1.3 The Asset Administration Shell and its application

The standardized digital representation of assets, known as the Asset Administration Shell (AAS), plays
a crucial role in enhancing the performance characteristics of ICT-enabled systems. It serves as a unified
model that contributes to efficiency and effectiveness of ICT-enabled systems and, particularly, in terms
of interoperability (cf. §1.2.4). Initially developed within the context of the Plattform Industrie 4.0
initiative involving representatives from industry, academia, and German authorities [79], it is defined
as IEC 63278-1:2023 standard.

This model supports the formalization on the vertical axis of RAMI 4.0 representing architectural
layers: Business, Functional, Information, Communication, and Resources Layers). Technically, this
model serves as a unified specification for communication between DT FEs regulated in part 4 of the
associated ISO 23247 standard series. Acting as a virtual representation of an I4.0 component, it con-
sists of two main components: the manifest and the component manager [1]. The manifest serves
as an externally accessible repository housing meta-information on the functional and non-functional
properties of the relevant 14.0 component. Meanwhile, the component manager functions as an or-
ganizer, facilitating autonomous administration and resource access for the pertinent 14.0 component,
including objects, technical functionalities, and virtual representations. While some documents refer
to the component manager as the resource manager, future consistency suggests maintaining the term
‘component manager.

According to IEC 63278-1:2023 AAS structure gives uniform access to information and services.
The purpose of the AAS is to enable two or more software applications to exchange information and
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to mutually use the information that has been exchanged in a trusted and secure way. The document
focuses on AASs representing assets of manufacturing enterprises, including products produced by
those enterprises and the full hierarchy of industrial equipment. It states that AAS can be applied
to: any type of industrial process (discrete manufacturing, continuous process, batch process, hybrid
production); any industrial sector applying industrial-process measurement, control and automation;
the entire life cycle of assets from idea to end of life treatment; assets which are physical, digital, or
intangible entities.

Provided with specific structure (e.g.submodels, interfaces) (Fig.2.5), it establishes a common lan-
guage for communicating and exchanging information among diverse components, devices, and sys-
tems. The AAS offers a comprehensive information model, capturing both static and dynamic asset-
related data throughout their entire lifecycle using the notion of submodels, from design and man-
ufacturing to operation, maintenance, throughout the asset lifecycle. The AAS-based conceptual ar-
chitecture harmonized with RAMI 4.0 layers is build using requirements identified by top-down and
bottom-up approach [52]. Ensuring semantic interoperability, AAS enhances understanding and con-
sistency in data interpretation across various entities. Security measures are integrated to safeguard
communication and access to asset information, addressing data privacy concerns. With a decentral-
ized architecture supporting modular asset administration, AAS fosters flexibility and scalability in the
Industry 4.0 ecosystem, facilitating seamless integration of smart technologies and promoting a more
interconnected and efficient industrial environment. In terms of logical and physical architectures, also
known as technical aspects, the numerous case studies shown by Industrial Digital Twin Association
(IDTA) [80] provide a solid base to discover functionalities of DT as a tool and technology for product
and machine applications. Often, hierarchical arrangement of the SPS and its components is not neces-
sarily replicated in digital environment for arrangement of DT system architecture, moreover the main
aim of interoperable systems includes the decentralization of relationships between components. The
integration of AAS is possible via reference descriptions of submodels (Fig.2.6). The specific applica-
tion, the defined functions and capabilities of assets are of major interest for the developers that rely on
rule based approach and automation domain experts [81]. Therefore, the use of standardized submodels
is complimented by the opportunity to articulate individual capabilities or characteristics and provide
additional information according to specific needs. The use of standardized submodels facilitate the
seamless interaction with legacy systems, specific business systems e.g. ERP, MES, PLM to integrate
plant, client, process and customizing-specific codes to align with APIs (https://openindustry4.com).
Condensing intricate details through informal diagramming, annotations, and swift transitions, au-
thors used c4model notation for implementation that often yields superior results compared to strict
adherence to formal notational methods. This approach’s effectiveness endures as long as the pace
and cost of implementing alterations outstrip the expenses associated with coordinating nuanced de-
tails. Further, mainly the organization (hierarchy) of AASs is to be identified by the developer along
the relationships and communication between them to create a common space for configuration data
synchronously pushed from DCS systems. The standardized submodels for AAS facilitate this task, e.g.
hierarchical structures enabling bills of material for smart production system subsystems and compo-
nents.

The IDTA defines AAS type 1, type 2 and type 3 according to types of information exchange via
AAS [83]:

AAS Type 1 This involves using an XML file with a semantic definition of structured elements to
represent an asset;

AAS Type 2 This utilizes a normalized API over a service-oriented approach (REST/JSON), allowing
for more dynamic interactions;

AAS Type 3 This supports machine-based communication using standardized APIs.
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Figure 2.5: Overview of the Asset Administration Shell and related entities [82]
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Figure 2.6: Detailed view of the Asset Administration Shell and related entities [82]

Combining different AAS types is feasible and beneficial. Using XML files or archiving them is only
the beginning and can be considered an external output format. Once AAS-based systems are estab-
lished, it is possible to select the output format that best suits needs, as the content remains consistent
across formats within corresponding systems of records. The use of AAS Type 2 is recommended by
OpenlndustryAlliance whenever possible.

The off-the-shelf solutions and components for DTs can be introduced in new systems as services
thanks to acceleration in software development domain and industrial internet of things [84]. The
standardized exchange protocols and information models (e.g. OPC-UA - unified architecture for open-
platform communications, AAS specification) serve for interoperability between systems for business
use cases such as Sustainable Manufacturing-as-a-Service (SMaa$S) [85]. Technically, the model-based
application of SOA-based services for manufacturing processes enables the implementation of DT based
on assets data in AASs [86].

Currently, the AAS is a prominent component within these architectures. However, it is essential
to note that in those sources, the main focus is primarily on depicting the final state of the DT, e.g.
the development and management of software artifacts of DT system [87]. What is lacking is the
representation of the path, the intricate process that guided us in selecting and implementing the DT
components within its specific context.
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2.1.4 DT applications

Industrial software plays a crucial role in implementing the DT. Researchers, developers, and enter-
prise users rely on software platforms for developing application services: DT integration platforms
and development platforms for specific domains. These platforms should possess configurability, calla-
bility, modifiability, and extensibility for DT models, data, algorithms, IoT connectivity, interaction,
simulation, and visualization. Furthermore, a robust DT software platform should be characterized
by its comprehensiveness, universality, and developmental capabilities, strategically aligning with the
distinct requirements of researchers, developers, and enterprise users in the scientific domain [88].

Understanding how domain-specific needs are met by applications and what tools are used to de-
velop or use those applications within the context of the domain (Fig.2.7) helps in identifying SPS-DT.
The Domain Context (overviewed in §1) focuses on the specific area of expertise of organization, while
Applications (§2.1.4) refer to the particular (software) solutions designed to address the needs within
that domain. Tools (§2.1.4) encompass the technologies or methods used to develop or interact with
these applications. Tools are designed to support or enhance activities within a specific domain.

Domain &
Organizations
context

Applications Technologies

Functionalities

Figure 2.7: DT applications and tools for SPS domain

Firstly, the objective is to explore recent AAS-based applications, encompassing case studies and
scenarios, within the context of SPS, gathered from the "The Asset Administration Shell in Action"
dedicated session [80]. By analyzing the connection between applications and the tools employed to
develop them, insights can be gained into how DT frameworks, communication protocols, software
development kits (SDKs), and standardized models integrate to facilitate the creation of DT.

Secondly, the aim is to provide an overview of the most commonly used proprietary and open-
source technologies and software facilitating the implementation of Industry 4.0. This overview will
focus on assessing the presence of standardized frameworks, specific methodologies, or engineering
approaches (e.g. SE), as well as business and use case-related requirements relevant to the development
and implementation of DT, as outlined in the research objectives ( §1.3). Additionally, it will consider
scenario realization, types of communication protocols and programming languages utilized, interop-
erability, traceability of models, and visualization tools for users. The overview illustrates that there is
no one-fit-all DT solution but rather some proven examples in specific areas.
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AAS-based applications

1. ZVEI - Zentralverband Elektrotechnik- und Elektronikindustrie

a)ZVEI-Show-Case PCF@Control Cabinet for Digital Product Passport for Industry 4.0 (DPP4.0)".
This show case addresses the growing significance of sustainability and the circular economy, antici-
pating their increasing relevance in the near future. The realm of sustainability, particularly regarding
the declaration of Product Carbon Footprint (PCF), aligns with evolving European Union regulations
like the Ecodesign for Sustainable Products Regulation (ESPR) and the Green Deal. Built on the DPP4.0
concept, rooted in Industrie 4.0 principles, it utilizes the IEC61406 digital nameplate (DNP4.0) and the
IEC63278 AAS, standardizing asset characteristics and properties in a semantically unambiguous form.
Collaboration with the Industrial Digital Twin Association (IDTA) has resulted in the dedicated web-
site www . dpp40 . eu. The ZVEI show case introduces a forward-looking solution for implementing a
digital product passport providing certain product information, emphasizing flexibility, efficiency, and
future-proofing. This initiative signifies a significant step forward, showcasing a holistic approach to
integrating sustainability, regulatory compliance, and cutting-edge technology in the development of
digital product passports. The technical implementation of a digital product passport is presented and
its feasibility is demonstrated using a control cabinet. The key implemented aspects and functionalities:

« Unique Asset Identification to identify the exact assets (its type (planned asset with nominal

values) and instances (specific assets with actual values)) during the life cycle by means of ID
link.

« Distributed Data Access and Data Sovereignty to protect company networked value chains. Man-
ufacturers remain in control of their data and communicate only "minimal information" to a cen-
tral registry of AAS (IDs of assets, submodel endpoints, and submodel semantic information).
This reduces the communication effort from the manufacturer repository to the registry when
the content of the submodel changes, as long as the endpoints and semantic information remains
the same. In addition, each manufacturer defines his own sovereign security access rules.

« Security and Access Rights Management. The access rules and role mapping implemented for
demonstrator in AASs to manage access to AAS or submodel by different authentication methods.

« Life Cycle Management to deal with changes and support version control and reporting of AAS
metamodel, interfaces, submodels and AAS content.

« Standardized Information Models. The IDTA Carbon Footprint submodel supports the introduc-
tion of product-specific rules for the calculation in various industries to enable the same basis for
the calculation.

« Potential for Value-Added Services based on DPP4.0. Standardized APIs and accurate data se-
mantics will make it possible to create scalable value-added services.

b) The Digital Twin of Software: "By using the DT with the “software nameplate” submodel, soft-
ware on different components can be efficiently monitored to enable use-cases such as patch and update
management".

https://www.zvei.org/en/press-media/publications/zvei-show-case-pcfcontrolcabinet-whitepaper
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2.1. Standards and architectures for DT

2. IDTA - Industrial Digital Twin Association

a) Lifecycle Management for Smart Operations®. The demonstrator, developed in collaboration be-
tween PTC, SICK, EPLAN, and TT-PSC, showcases how Asset Health Monitoring, a guided parts re-
placement process, and a secure software update and patch process can be implemented solely based on
the DT of a machine in AAS format. Since the GUI development and communication with the machine
and component manufacturer AAS are exclusively built on the IoT platform ThingWorx, scalability to
multiple facilities and sensors is ensured.

b) Sustainability enabled by AAS — PCF on Connectivity+*. The technology demonstrator, devel-
oped by HARTING, SAP and Siemens and enabled by IDTA, maps the topic of industrial sustainability
via the product carbon footprint (PCF) using AAS.

Other solutions can be overviewed according to maturity level from concept phase, POC/demo,
prototype to industry ready*.

3. Siemens

a) IE Platform / Industrial Information Hub (ITH)’. In IIH, all information is brought together, and
made available via standardized interfaces. Overall, this helps to improve your data management and
facilitates the integration of future plants and machines into existing structures. We demonstrate the
usage of the IIH as an AAS repository that can function as the heart of use cases such as asset man-
agement, data connectivity to the PLC, data consolidation via OPC-UA, use of automatically generated
semantic data model, local creation of an asset model and its synchronization with Senseye — predictive
maintenance Software.

b) Sustainability enabled by AAS - PCF on Connectivity+¢. The demonstrator shows how the use
and interpretation of AAS can achieve significant improvements in the data flows of complex prod-
uct development and manufacturing processes, implement applications in a very short time and meet
regulatory requirements, i.e. like EU Digital Product Passport.

4. Lenze

Lenze Digital Twin — the Central Hub of a Machine’. The demonstrator shows how information
from components and machines can be made transparent and usable across manufacturers with the help
of AAS. Information about the machine, such as its topology, is initially generated in the engineering
phase. This information is merged with process data in the operating phase. This enables uniform
access to all relevant information for a wide range of applications. An asset management system is
used as an example to highlight this.

Proprietary and open-source technologies and software. DT software platforms

The existing reviews on technology and AAS-based middleware for DT development state some current
gaps [89]:

1. Limited coverage of common features for DTs, such as strengths in communication and data
modeling but weaknesses in high-fidelity physical modeling and simulations;

2. Support for analytics features in terms of out-of-the-box features in the context of DT services
requires improvements;

3. Need for research on DT safety, security aspects, and how automated reasoning and analytics can
be configured and managed at the generic level for DT frameworks.

https://industrialdigitaltwin.org/en/news-dates/sps-2023-5904
Shttps://industrialdigitaltwin.org/en/news-dates/sps-2023-5904
*https://industrialdigitaltwin.org/solutions-hub

5https ://www.siemens.com/global/en/products/software/simatic-apps/industrial-information-hub.html
6'https ://industrialdigitaltwin.org/wp-content/uploads/2023/10/2023_IDTA_AAS-Guide_SPS_digital.pdf
"https://www.lenze.com/es-cl/solutions/systems/our- software/asset-management
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When reviewing the main existing proprietary and open-source off-the-shelf solutions in manufac-
turing, automation and ICT domains to select for possible SOI development tools, the following sources
were studied (Tab.2.2).

Firstly, the criteria related to asset "Type" (alignment with taxonomy of SPS including processes),
"Scenario application”, criteria related to integration between physical environment of asset and digi-
tal environment "Network" and "Communication"(protocols of communication) and criteria related to
DT implementation platform "Modularity" (use of standardized frameworks/models) and "Use of spe-
cific methodologies or engineering approaches (e.g., SE)", business and use-case related requirements,
availability of SDK in programming languages, visualisation functionality for end-user were investi-
gated. The context of applications, conformance to one or more standards (including main DT related
standard ISO 23247:2021), the use of standardized frameworks or models, e.g. RAMI 4.0 and specific
development methodologies or engineering approaches. e.g. SE are of main interest when selecting the
OTS solutions according to research questions. As a result, the Eclipse BaSyx Open SDK answers to
initial needs of the project. Moreover, it is maintained and being regularly updated by the development
community. Regarding the "business and use case-related requirements relevant to the development
and implementation of DT" criteria, the reviewed platforms emphasize that applications are not inher-
ently limited (e.g., each platform addresses various Industrie 4.0 challenges), but may be constrained
by specific functionalities. Therefore, identifying and implementing the necessary functionalities is
essential.

Secondly, there are open-source solutions [89] for applications not related to SPS in infrastructure
and smart cities e.g. iTwins.js and other AAS-based frameworks e.g. SAP 14.0 AAS that is no longer
maintained by the community as it currently carried out under private initiatives of IDTA and Eclipse
Digital Twin Top-Level Project but can be used for educational purposes rather that for the case study
implementations.

Thirdly, it is worth mentioning the reviews on technology tools for DT application for human-robot
collaboration (HRC) [90] and for application layer protocols in IIoT [91] that relate to main functional
entities (e.g. User entity, DT entity and networks) of DT reference model from ISO 23247-2:2021. The
former concludes that currently there is no software that can efficiently integrate all the identified key
requirements for developing DTs for HRC, it shows that among others the most used tools are Unity 3D,
Process Simulate and Visual components. The latter states that the most extensively used: data acqui-
sition protocols are Modbus or Profibus, application protocols are MQTT (Message Queuing Telemetry
Transport) and HTTP (Representational State Transfer Hyper Text Transfer Protocol), transport layer
protocol is TCP.

Finally, the focus on DT functionalities is shifting towards quality characteristics, as they have be-
come the primary interest in the field. This shift is driven by the absence of a unified or standardized
methodology for DT development and the numerous solutions in the market. Therefore, proprietary
solutions (e.g. §2.1.4 are increasingly incorporating AASs into their functionalities to enhance interop-
erability. By leveraging AAS uniform data structure and its APIs and communication protocols, these
solutions achieve seamless integration and interaction between different software tools and platforms.
The modular and standardized nature of AAS supports scalable solutions that can adapt and expand
according to the organization evolving needs.

2.2 Design approaches applied on DT

The literature overview on DT development aims to enhance understanding by exploring development
processes, identifying key components, and examining emerging technologies. The goal is to acquire
knowledge on existing methodologies, frameworks, industry practices, and to pinpoint research gaps
and common challenges in DT development.
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2.2.1 Approaches and methodologies

As discussed in previous sections, a DT is characterized as either a singular representation of a system
or, in more advanced applications, as a network of interconnected DTs forming a comprehensive system
of systems. This versatility allows DT to effectively mirror and manage a diverse range of real-world
assets.

INCOSE [92] define a system as a construct or collection of different elements that together produce
results not obtainable by the elements alone. Systems can be physical or conceptual, or a combination
of both. A complex system is a system in which there are non-trivial relationships between cause and
effect: each effect may be due to multiple causes; each cause may contribute to multiple effects; causes
and effects may be related as feedback loops, both positive and negative; and cause-effect chains are
cyclic and highly entangled rather than linear and separable.

DTs systems replicate the behavior, characteristics, and functionalities of those real-world systems
in a digital environment. DT system for production systems can be referred to complex systems as it
comprises multiple interconnected elements, including data, algorithms, models, and interfaces, that
collectively simulate and represent the behavior of SPS (§1.2.4).

Systems engineering (SE) as defined by ISO 15288, is an interdisciplinary approach that governs the
technical and managerial effort required to transform stakeholder needs, expectations, and constraints
into viable solutions, supporting them throughout their lifecycle. The system development process
covers conceptual, logical and physical aspects of the SOI in global industry application [41]. While
identifying system boundaries, understanding system objectives, and recognizing feedback loops, this
approach facilitates holistic problem-solving and decision-making, aligning with our research objec-
tives to improve the overall efficiency of a complex system.

The application of SE is Model-Based Systems and Software Engineering (MBSSE), guided by two
primary standards. Specifically, ISO/IEC/IEEE 15288:2015 and ISO/IEC/IEEE 24641:2023 establish the
comprehensive guidelines for SE application in practical MBSSE scenarios. The former outlines the
process framework for describing the life cycle of systems, while the latter provides a reference model
for MBSSE, guiding the use of systems and software process frameworks, enterprise, and architecture
processes. Moreover, ISO/IEC/IEEE 24641:2023 provides references for recommended supporting auxil-
iary international standards: 1. languages, formalisms and notations: ISO/IEC 19514 - SysML, ISO/IEC
19505 - UML, ISO/IEC/IEEE 31320-1 - IDEFO; 2. modelling methods e.g. Object Process Methodology
(OPM); 3. computer-aided software tools; 4. analytical models and simulations.

SE technical processes establish the framework for employing MBSSE tools and methodologies in
creating and managing systems (Fig.2.8).

Additionally, authors in [93] offer a comprehensive overview of commonly utilized methods and
tools in smart product development. These encompass procedural approaches and generic methods
such as SE and Agile methodologies, alongside with system design-oriented requirement engineering
and functional modeling.

2.2.2 Applications based on MBSSE and RAMI 4.0

Further, the overview on the existing works is referenced based on Web of Science platform, firstly, the
generic search resulted in 225 papers (‘digital twin, production system, systems engineering’ topic) and
secondly, refined search resulted in 74 papers (‘digital twin, production system, methodology, develop-
ment, systems engineering’ all fields). The final selection is of 14 papers discussed below.

Regarding conceptual development, some methodologies [94] explain the DT development process
using SE techniques, structural approach of “Quality Function Deployment” and appear to maintain
the link between business goal to the use case and scenario for product DT application, also providing
conceptual features of DTs. The SE seems well suited to the development of product DT. This makes it a
potentially interesting approach for the development of production system DTs. Authors highlight that
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Figure 2.8: System life cycle processes [41]

the specific use cases should be developed further in order to validate it. Furthermore, authors in [95]
progress in this direction applying the SE and RAMI 4.0 based approach for developing applications
on production systems (e.g. CPS) for automotive industry showing formalized enhancements from
business to asset levels of RAMI 4.0 based on requirements’ viewpoint.

To specify the existing advances further, we focus on the application of systems engineering and
particularly model-based systems and software engineering (MBSSE) to the development of DT for
production systems. Earlier, the attempts to find a methodological support for the development of in-
dustrial systems in the context of Industry 4.0 were concerned by the simulation (e.g. discrete-event
simulation) of production systems [24] and the generic system development. The latter can be illus-
trated by the approach to develop industrial systems aligning RAMI 4.0 and ISO 15288 system life-cycle
processes [96] without explicit decomposition of RAMI 4.0 layers and notion of multi-domain complex-
ity. With the development of the DT concept, the review of propositions to use different engineering
design methodologies that support closed-loop engineering shows [97] that studies mostly focused on
a stage, e.g. requirements engineering and do not provide full explanation of the transformation.
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Since then, the conventional example of SE application to the development of production planning
system for shipbuilding including the strategic, tactical and operational level processes [98]. Despite not
explicitly mentioning DT, authors propose the layered architecture of the system, highlighting that it
assures the interoperability and other quality non-functional requirements. The advanced functionality
of DT in cybersecurity practice that models threats to CPS and supports the development of DT for CPS
is developed using SE [99]. The assets’ criticality is considered in this proposition to provide a service
to existing DT of production system.

The methodology of business process transformation in the context of Industry 4.0 is proposed
based on the transition of the as-is state to to-be state of the production system. The simulation of the
process is aimed to validate the effectiveness [100]. The business perspective is fully described, but the
validation method seems to not fully answer to the requirements of the physical system. The use case,
focused on analysis and optimization for design and planning of production lines founded on DT, in-
troduces the development process with methodological framework providing architectural view on the
DT components [101]. The use case independent DT design methodology in zero defect manufacturing
[102] proposes generic approach to define DT components and does not take into account complexity
issues or domain specific standards and can be related to a derivative of SE application. The authors
use Cockburn’s procedure for software development [103] to define DT development activities and vi-
sualize the resulting DT architecture that answer to DT user requirements. Authors highlight that the
software development approach “in the implementation is the high degree of equality of the necessary
core functions” when applied to DT’s conceptual design. However, the use stories do not completely
justify the reasons why DT should be implemented.

During the conceptual design in [104], the software architecture of DT is assigned to functional
layers of RAMI 4.0 and introduces services to support DT. The modular architecture is limited in not
positioning of DT and other legacy systems (e.g. information system) as the assets of the organization.
The steps of development of industrial robot DT [105] are represented through the MBSSE processes
and SysML notation. Authors state that it can leverage the complexity, variety and of industrial robot
DT due to the nature of industrial robot as a complex system and a multi-source of heterogeneous
data. The robustness of the construction process is assured by the following pillars: requirements,
behavior, structure and parameters. At the beginning, authors limit the application with production
system component — industrial robot and introduce the system of systems level for this asset. How-
ever, that does not fully correspond to system of systems level where the control feedback is within a
longer timeframe, whereas the applications on the sub-systems and components levels require shorter
timeframes [106]. The multi-level modelling of DT for smart production equipment in Industry 4.0 is
realized through three layers: virtual, data and knowledge that correspond to geometry and behavior
models, data model and knowledge model realized through mining and real-world data analysis [107].
The priority is given to standardized models e.g. OPC-UA for data model, 3D CAD geometry and SysML
notation for behavior description. The summary of the overview for the important criteria shows that
the characteristics of Industry 4.0 is not completely realized through the proposed methodologies.

The coherence between different layers in a SE processes, including the conceptual, logical, and
physical layers, is crucial for ensuring a seamless and effective design. Here are some general obser-
vations and criticisms that might be applicable to a discussion on the coherence of these layers in the
examined sources:

« Completeness of Transition. The lack of clear transition between the conceptual, logical, and
physical layers in addressing the full spectrum of system design. The transition should be well-
defined, and each layer should be adequately represented. The RAMI 4.0 itself does not provide
clear guidelines how the transition between layers should be managed (from the business layer,
functional layer, and communication layer to asset layer) for building smart manufacturing use
cases.

+ In-depth Examination of the Physical Layer. The physical layer involves the actual implementa-
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tion of hardware and infrastructure. The articles should ideally delve into how well the transition
is handled at this layer, considering aspects like scalability and adherence to a transformation
continuum effectively, otherwise they could be criticized for neglecting critical aspects of system
implementation.

« Scalability and Transformation Continuum. Scalability is a crucial consideration in system archi-
tecture, and a well-designed system should be able to scale effectively. Similarly, a transformation
continuum ensures that changes can be implemented smoothly across different layers as the sys-
tem evolves. The paper provides insights into the scalability of the proposed architecture, or lacks
a clear vision of how the system can evolve over time (transformation continuum).

« Integration of Feedback Loops. Effective system architecture often involves feedback loops be-
tween layers to accommodate changes and improvements. If the reference does not discuss or
consider feedback loops that allow for iterative improvements across layers, it might be criticized
for not embracing a more adaptive and responsive approach to system design.

« Adaptability to Dynamic Environments. If not sufficiently considering adaptability to dynamic
and rapidly changing environments, the system can be criticized for. In Industry 4.0 settings,
flexibility is crucial, and an architecture that does not support agility could be seen as a limitation.

« Integration Issues with Legacy Systems. The RAMI 4.0 does not provide adequate guidance on
integrating with legacy systems, which are prevalent in many industries, it might be criticized for
not addressing the challenges associated with transitioning from older, established technologies
to newer, Industry 4.0 technologies. Therefore, the use cases show the application of vendor and
industry specific software tools that can be compatible and supportive to Industry 4.0 standard-
ized models and data exchange formats.

« Complexity and Learning Curve. The industries and scientific communities both work on the
establishing unified models for implementing digitalization solutions instead of use case specific
applications of RAMI 4.0. If, on the one hand, the transition between layers is overly complex and
requires ample knowledge management and, on the other hand, there is a steep learning curve
for organizations adopting RAMI 4.0 and SE principles using rapidly changing technologies, it
could be criticized for being impractical or challenging for widespread adoption.

2.3 Synthesis and positioning

We seek to determine which approaches to reuse, what adaptations to make from these approaches,
and what additions are necessary to enhance the effectiveness of our proposed methodology.

DTs possess unique characteristics that distinguish them from conventional software or production
systems. Their complexity, dynamic nature, and interaction with the environment and other systems
make traditional approaches ineffective. This necessitates the development of innovative methodolo-
gies tailored specifically to DT development and implementation. While SE and, particularly, MBSSE
can offer assistance, their generic nature may limit their alignment with the unique characteristics
of DTs requiring specification of domain, industry and systems’ types. Moreover, there is a need for
methodologies that accurately represent the DT development process for SPS, considering their full
taxonomy. In the context of 4.0, the question arises: Can the RAMI 4.0 provide the guidance for
DT implementation while using MBSSE principles?

To address these challenges, we propose to provide a methodological framework for DT develop-
ment. This framework aims to ensure the effectiveness and utility of DT systems throughout the devel-
opment process by applying a MBSSE approach and aligning with the layers of RAMI 4.0. Additionally,
we analyzed existing DT architectures and design approaches to identify blueprints for building DTs.
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By leveraging best practices and standards such as ISO 23247-2:2021 (Fig.2.9), we aim to determine the
optimal structure for our framework and ensure compatibility with industry standards and emerging
technologies. Based on regulatory standards, this framework emphasizes managing complexities and
dependencies of models while ensuring transparency and traceability at every stage of developing DT

for SPS.
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Figure 2.9: DT reference model for manufacturing adapted from [12]

Furthermore, it is essential to ensure that the elements of the DT framework are relevant to the
project context and meet stakeholders’ needs. This involves defining the project context, specifying
the SOI and detailing the DT project itself to build a cohesive and effective strategy for leveraging DTs
for SPS. When following such a structured methodology to aligning companies strategic objectives with
the specific requirements of DTs, the added value of a DT becomes distinctly apparent and measurable.

Finally, we articulate our proposed framework, outlining the methodology and guidelines for de-
veloping and deploying DTs within a specific context. This framework incorporates insights from DT
characteristics and architecture principles to follow a systematic approach to DT system implemen-
tation. Leveraging existing regulatory frameworks such as MBSSE, RAMI 4.0, ISO 23247, and Asset
Administration Shell model, we aim to enhance the proposed methodological framework for DT sys-
tem development. Regarding the validation of DT system, Fraunhofer IESE proposes the Acathech
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Maturity Model [108], according to which the DT can be evaluated on 4 levels:

« Maturity level 3 is the first one that is relevant for DTs. It calls for connectivity, but not for
uniform interpretation of data and service. It is sufficient to provide data. The users must ensure
that the data is interpreted correctly.

« Maturity level 4 requires that the DT holds information in a uniform format. Depending on
the usage, formats must be converted or metadata must be used. This metadata describes, for
example, whether a value was measured or how reliable a value is.

« Maturity level 5 expects a predictive model describing system behavior in a defined environment.
This can be used, among other things, to predict changes in behavior.

« Maturity level 6 offers the possibility to optimize a system and thus exert an influence over it.
This is only possible with a DT; a Digital Shadow is no longer sufficient for this.

The specified criteria for reference architecture (§2.1) to application of RAMI 4.0 and SE on the
development of DT for smart production systems are:

« Holistic Understanding through integrated approach to system development from concept and
design to decommissioning and disposal. SE contribute to a systematic methodology for the
creation, implementation, and maintenance of accurate systems capturing both functional and
non-functional requirements.

« Standardization Alignment: Both concepts can support the design and integration of SPS with
unified semantics.

« Interdisciplinary Collaboration: RAMI 4.0 is aimed for interdisciplinary collaboration among var-
ious engineering disciplines. This collaboration is definitive, involving experts from diverse fields
such as data science, computer science, and domain-specific engineering.

+ Consistency and Coherence: RAMI 4.0 is designed according to SE principles and supports the
development of various specific models on each architecture level.

« Evaluation: RAMI 4.0 do not define but may support verification and validation processes to
ensure the correctness and reliability of systems. SE processes can verify the accuracy of defined
models.

« Sustainability: Alongside with SE principles, RAMI 4.0 emphasize life cycle management, defining
the type and instance of the product (e.g. SOI) from design and development to operation and
maintenance. This aligns seamlessly with the continuous and evolving nature of DTs, where
real-time data updates and feedback loops contribute to ongoing improvements of the physical
counterpart throughout the life cycle.

Aligned with the objectives outlined in Chapter 1, our approach aims to create a cohesive and ef-
fective strategy for leveraging DT systems in manufacturing by focusing on standardization, interdis-
ciplinary collaboration, and a transformation continuum. We seek to address the complexities inherent
in multi-domain environments, adapt to evolving requirements and leverage AAS models and DT sup-
porting technologies.

To support modeling of DT system, the principles of orchestration of services can be adopted from
[86] and [109]. Managing complexity (including the identification of errors, overloads etc.) of business
processes that are always company-centric and business specific and to orchestrate distributed cloud
services is possible through BPMN. The BPMN 2.0 is an industry accepted standard with technical
XML representation and standardized building blocks. Moreover, it visualizes the process and improves
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the communication and understanding between both technical and non-technical people. Regarding
further DT system implementation, the software components of logical and physical architecture can
be retrieved from BASYS 4.0 project for 14.0 infrastructure.
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Chapter 3

Proposal of a Methodological Framework

Overview: Chapter 3 presents a detailed proposal of a methodological framework for DT sys-
tem development within the defined context. The framework is designed to guide the seam-
less evolution of production systems towards their digital states, accommodating changes, up-
grades, and innovations while maintaining uninterrupted progression. A key aspect of the
framework is its ability to accurately represent the hierarchical structure of production sys-
tems by constructing federated DTs that mirror organizational structures and interdependen-
cies. This facilitates a comprehensive understanding of the production landscape and enables
informed decision-making throughout the digital transformation journey. Additionally, the
chapter presents the application process of the proposed framework, detailing activities such
as stakeholder analysis, business objective identification, system definition, use case develop-
ment, and behavior definition. Through a structured approach and visualization techniques
such as SADT diagrams, the framework aims to manage complexities and dependencies effec-
tively, ensuring a holistic development process from design to validation.

3.1 Principles for developing a methodological framework

Based on the context of DT as 4.0 main technology and concept (Chapter 2) enabling the smart man-
ufacturing domain and SPS to adapt to 14.0 principles [39] (Chapter 1), today grounding practice of
implementing new solutions starts on management and planning level of the automation pyramid for
the specific assets — flow shop, assembly line, machines and rarely plants [14] in Chapter 2. ERP systems,
which are key technologies at the management level, primarily operate at the tactical level with limited
strategic implications [110]. They focus tactically on enhancing operational efficiency and integrating
data. Their strategic impact encompasses long-term planning, strategic decision-making, and overall
business alignment, serving as a bridge between tactical and strategic levels within an organization.
However, this perspective often overlooks other strategic business characteristics in the context of 14.0
(e.g. sustainability, integration, interoperability) (Chapter 1). This approach is driven by the companies
focus on accelerating value retrieval and shortening the return on investment (ROI) period. This level
corresponds to defining business and functional layer attributes of the solution to be implemented at
the work-centers hierarchy level of RAMI 4.0. These implementations, focusing on short- and mid-term
RO, often fall short in the face of rapidly changing technologies. They become obsolete more quickly,
require frequent version migrations or lack in interoperability across enterprise architecture, thereby
causing unplanned disruptions in the production process.

On the contrary, by starting at the strategic level for enterprises, companies can ensure that the in-
tegration of new technologies aligns with overarching business objectives and strategies in a long-term,
ensuring coherence across the enterprise hierarchy. Such projects may initially require some disruption
during testing and commissioning of the solution in both physical and digital environments. However,
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following the principles of Industry 4.0, the loosely coupled nature of the solution’s constituent services
allows for easier changes, adaptation, reconfiguration, and updates with minimal effort.This alignment
is crucial for several key reasons, which can be tailored to suit the unique characteristics and strate-
gic decisions of a business (Chapter 1), e.g. choices regarding partnerships, product offerings, pricing
strategies, commercial policies, target markets, and regional or national placement:

1. Long-term sustainability based on strategic alignment: Initiating implementation at the business
level ensures that the new solutions support the company long-term strategic goals. This strategic
alignment facilitates better decision-making and resource allocation, leading to more sustainable
growth and innovation.

2. Scalability and flexibility of solution based on resource utilization: By focusing on the business
level, companies can prioritize projects that offer the highest potential and managed risks for
return on investment less tangled with enabling technologies. This prioritization helps to effec-
tively identify and utilize resources minimizing waste, thereby enhancing overall efficiency.

3. Adaptability of business based on scalable and flexible solution: Implementing solutions at the
business level allows for greater flexibility in adapting to market changes and emerging tech-
nologies. This approach ensures that the solutions are scalable and can evolve with the company
needs, providing a robust foundation for future growth.

4. Organizational integration (e.g. spatial, temporal) allowed by the solution [17]: Addressing busi-
ness and functional layer attributes supposes that the new solutions can integrate with existing
systems and process on different hierarchy levels. This interoperability is key to creating a cohe-
sive and interconnected enterprise architecture.

5. Stakeholder Engagement: Engaging stakeholders at the business level helps in gaining their sup-
port and commitment to the new initiatives. It is critical for driving change management and
ensuring the successful adoption of new technologies across the organization.

Moreover, to enable an enterprise to transform its activities within the context of Industry 4.0, the
development of DTs can accelerate the transition, facilitate value retrieval, and shorten the return on
investment period. Additionally, it lays a strong foundation for sustained innovation and competitive
advantage in the evolving industrial landscape. Nevertheless, the DT development project requires a
holistic approach that is grounded on specific concepts, standards and methodology forming a concep-
tual/methodological framework.

In a time and objective-oriented perspective, the DT development project aims to simultaneously
transform existing businesses to conform to new industry and governmental regulations by incorporat-
ing new objectives and goals into the strategy. Firms need to demonstrate their ability to maintain their
financial performance and provide unique offerings preferable at some level to those made available by
their competitors through managing strategic, tactical and operation performance [111]. For instance,
depending on priorities of stakeholders, on a tactical level, they seek to optimize business performance.
To maintain business performance on operational level it regulates KPIs of production performance of
observable manufacturing entity (OME) on different levels of production systems taxonomy, thereby
satisfying and facilitating the implementation of goals at the strategic level (Chapter 1).

The important definition of an asset presupposes that it holds any specific value for the company
as mentioned in §1.1. In the Industry 4.0 paradigm, it is established that without specific capabilities in
communication and information exchange, existing OMEs are limited in their ability to be considered
as assets, as the information they possess and share is highly time-dependent and often lacks compre-
hensiveness. To trace their behavior and state over time, additional capabilities need to be revealed and
used. However, the asset can be declared at the beginning of the project by stakeholders if the OME is
already equipped with certain functions for information exchange, as is often the case for production
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systems. In addition to a generic definition of an asset given in §1, based on RAMI 4.0, the notion of
asset can be interpreted as a physical or virtual object that can include attributes defined on architecture
layers starting from business layer. These assets possess value through specific attributes (characteris-
tics, e.g. business conditions, functionalities, capabilities, and information (location, mechanics, etc.),
etc.) that meet specific application on different hierarchy levels.

However, such capabilities of existing assets require an application to represent them in a digital
environment, that is where the use of intelligent systems such as DT cover the gap and synchronize
between physical environment and domain applications. Aside from this static vision of what the DT
entails (§1.1, §1.1.4, §2.1), it requires a dynamic pathway to integration with its counterpart and physical
environment, that can be achieved based on specific objectives and transformation ruled by MBSSE
(§2.2). In a DT development project applied to the manufacturing domain and the context of SPS, it is
essential to define the relevant attributes of the OMEs in the physical environment in order to explicitly
fulfill initial requirements. This includes that business objectives and stakeholders’ requirements are
considered at the beginning, and subsequent elements of the design and development of a SOI regulated
by MBSSE and domain standards are identified. To support the development of DT system, ISO 23247
provides a reference model for DT, initiating a functional view of the conceptual architecture of the DT
system in the current application. Independently to a development processes (whether by incorporating
SE processes to the development of 14.0 application or not), the RAMI 4.0 reveals the framework to
obtain I4.0 components and intelligent assets for businesses, therefore it is chosen as a main component
of a framework (§2.3).

The proposed framework provides a generic approach for applying DT technology to SPS, without
being limited to a specific case study. The vision of RAMI 4.0 to transform existing OMEs to intelligent
assets or to create them through I4.0 case studies and applications, spanning both physical and digital
environments, is an underlying principle of a framework that enhanced by SE development processes.
Firstly, by combining RAMI and MBSSE it helps to identify existing assets within production system,
that are pertinent to elicited requirements. Secondly, it culminates in developing of a DT system that
itself is considered as a final product of the DT development project and an asset that meet business
objectives, interoperability, scalability and performance requirements, etc. Thirdly, it reveals more
value from the existing production system that expose relevant capabilities for the application while
integrating with DT system. The natural interdependences between layers and levels as well as life
cycle stages in RAMI 4.0 impose difficulties in accurately determining attributes when there is a large
amount of information.

The MBSSE allows to make coherent choice in constituents of the DT system depending on the
business objective (e.g. technically, elicit and trace requirements that define corresponding compo-
nents with functionalities via use cases). To apply sequentially the framework, the business analysis
and modeling of the enterprise need to be finalized and well established. We suppose that this stage is
completed and well defined based on the known elements, e.g. business requirements. For example, to
enroll in business transformation related project, e.g. development of a SPS-DT system for measuring
strategic performance, it is important to start from two levels: business modeling and integrating SE
processes with existing enterprise architecture. This serves as a boundary for the DT project, alongside
with the proposed framework that treat this as the inception of the DT development process. Further-
more, the transformative models enhance data transparency and traceability capabilities during the
implementation of DT systems. These models facilitate clear adaptation to changes and integration of
new requirements.

When applying the framework, instead of questioning where DT fits into RAMI 4.0, it is important
to identify its relevant attributes at each architecture layer corresponding to the hierarchy of applica-
tion (i.e. taxonomy of production systems). Throughout the project, it becomes evident that DT brings
functionalities that facilitate transitions between layers. Attempting to confine its place contradicts
the decentralization principle of Industry 4.0 and proves to be an impractical task. Moreover, this per-
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spective is defined by the standard itself, which considers DT as a virtual representation of an OME.
Additionally, the standard defines means for these virtual representations through AAS models. There-
fore, the DT system is driven by those communicating models that include data elements for attributes
from architecture layers and are aligned with RAMI 4.0 for corresponding levels of hierarchy.

The framework does not evaluate the asset throughout its entire life cycle. Additionally, the DT
itself has its own life cycle, which is not considered in this study. This framework assumes that, from
the beginning, to limit information sources for DT, the life cycle axis is considered only during one
stage of the assets life cycle. When creating a DT system for an asset in its operation life cycle phase
(i.e. an instance of a hierarchical level type), data from this phase is a main constituent to be integrated
into the DT system. This data is complemented by manufacturer information specific to the type of
asset.

To conclude, to develop a DT system for SPS, it is important to consider the model of RAMI 4.0
for 14.0 applications, the DT reference model for manufacturing from ISO 23247 (showing the elements
and limits of DT) and associate them with SE processes. In other words, the DT for SPS cannot be
established before the existence of SPS itself, because these systems necessitate the development of
foundational functionalities of cyber-physical production systems, particularly in integration and con-
nectivity. Additionally, it requires a business case that studied digital maturity and that clearly justifies
the implementation of transformative digital technologies.

3.2 Specification statement

The specification of the proposed framework outlines the essential capabilities and requirements that
it should possess to effectively guide the DT system development process. First and foremost, the
underlying methodology should ensure a seam-less continuum of transformation, allowing for a fluid
and adaptive evolution of the production system. This involves the ability to accommodate changes,
upgrades, and innovations in a way that facilitates a continuous and uninterrupted progression to-
wards the desired digital state.

Moreover, a crucial aspect of the framework lies in its capacity to accurately represent the hierar-
chy of the production system. This entails the systematic construction of the DT by the federation of
more basic DTs, mirroring the organizational structure and interdependencies within the production
ecosystem. The framework should offer a structured methodology to building these federated digital
twins, reflecting the relationships and interactions between various components, subsystems, and lay-
ers of the production hierarchy. By doing so, it ensures a comprehensive and realistic representation
of the entire production landscape, facilitating a nuanced understanding of the system’s dynamics and
enabling more in-formed decision-making throughout the digital transformation journey.

Along with MBSSE principles applied to RAMI framework, it is possible to create a seamless, end-to-
end design process for manufacturing domain. For this, the methodology to conduct projects focused
on application and software development for manufacturing domain e.g. complex systems and digital
twins’ development projects is proposed hereafter.

When following the proposed framework, the stages reveal the organizational structure of DT. Fol-
lowing the logic traced through prioritized system requirements, it is possible to classify functions and
related assets. Therefore, the organization of the DT of smart production system, DT of smart pro-
duction unit, DT of the machine and DT of the product form the hierarchy federated by the functions
important in application.

3.2.1 The macroscopic vision

In the proposed macroscopic view of the framework, the graph area is limited to two RAMI axes rep-
resenting hierarchy and functional architecture. The life cycle axis is not applied as the DT system is

46
These accessible a I'adresse : https://theses.insa-lyon.fr/publication/20241SAL0137/these.pdf © [X. Pystina], [2024], INSA Lyon, tous droits réservés



3.2. Specification statement

aimed to cover operation life cycle stage of the assets. The connected world level of hierarchy axis, is
not included either (Fig.3.1). This exclusion is deliberate, as the DT development project does not focus
on establishing relationships between facilities and their assets. We start from the enterprise level that
represents the organization of manufacturing enterprise operating with a smart production system (in-
cluding machines and industrial robots). The business needs of such enterprises (node S1) include the
integration of electric and automation components as well as embedded systems produced by external
providers.
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Figure 3.1: Macroscopic vision of the framework

The framework centers around the design, development, and validation of DT systems as part of
industrial digital transformation. By stopping at S8, it covers aspects such as conceptual design, func-
tional specification, and integration of control and information systems. The approach depends on
the specific case and must be tailored to meet particular requirements. As development begins, new
elements may arise from lower levels of S8, potentially transforming the project. Additionally, assets
and products can be effectively managed and integrated into existing frameworks and processes (e.g.
SCADA, IoT, OSI, SOA) outside the specific scope of this framework, allowing flexibility to incorporate
technological developments into broader asset management strategies. The process applies to both sce-
narios of DT development from S1 to S8: first starting from scratch without considering adaptation of
the OMEs or physical environment, or with a capability assessment of assets, and second determining
when adaptation becomes necessary, involving ad-hoc adjustments.

The two thick oblique arrows show the process loop from conceptual definition of the DT to its
validation as a technical solution to satisfy the requirements of the methodology stated in §3.1.

Descending from the top right to the bottom left represent a structured progression through dif-
ferent aspects of development based on predefined business objectives. This ensures that each issue is
addressed in a logical sequence, preventing oversight or missed details. Otherwise, this process can be
iterative on each point until the satisfying result is obtained to move forward. This is common char-
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acteristics of SE approach, signifying that the dependency (e.g. priority)-based decisions made at the
beginning influence or guide subsequent choices and where the interactions between components are
crucial until the prior assets list is completed. Returning to the top right corner, following the validation
arrow from assets data to conceptual architecture suggests a revisiting of the initial design decisions.
This step is vital for ensuring that what was conceptualized in the design phase aligns with practical
considerations and constraints. By revisiting the top right through each point, it is possible to verify
if the system was built right according to a specific set of requirements and validate if it was the right
system to build by assessing the values of metrics to their thresholds.

In Fig.3.1, the main nodes are labeled from S1 to S8, establishing the foundational structure. In §3.2.2,
Fig.3.2 expands on this by detailing the tasks associated with each node, with T1 to T8 representing these
tasks. Specifically, T1 in Fig.3.2 breaks down the tasks (T1.1 to T1.4) that occur within node S1 from
Fig.3.1, while T2 corresponds to the tasks within S2, and so forth. In §3.2.3, Fig.3.3 then reorganizes
them in ascending order, where T8 now represents the tasks within node S8. This sequence of figures
illustrates the progression from the main nodes to their detailed steps, first in their original order for
system development and then rearranged in ascending sequence for system validation.

3.2.2 Development process in the framework

This development process ensures a holistic approach, considering the system as a whole from design to
validation, and emphasizes a structured sequence to manage complexities and dependencies effectively.
Therefore, each point is associated with a set of specific domain, cross-domain or metamodels. For
their visualization, standardized notations are used, e.g. design structure matrices (DSM), BPMN 2.0
and SysML.

Using a SADT (Structured Analysis and Design Technique) diagram, Fig.3.2 represents the flow of
activities when applying the framework introduced above. Horizontal arrows represent inputs and
outputs between activities, indicating the flow of information or materials. A control arrow (from top
to bottom) indicates the flow of control information between activities, specifying how one activity
controls another (e.g. standards, specifications). A mechanism arrow (from bottom to top) represents
material or immaterial means by which a function is accomplished (e.g. people, machines, tools). The
development process begins with conceptual design, where inputs are transformed into outputs using
criteria-based evaluation and analysis—a systematic approach to decision-making. In this method, stan-
dards can be key criteria for assessing solutions or designs. This phase is represented by blue blocks.
Next, the definition processes, which rely on imposed information and existing constraints, are marked
in yellow. Finally, the logical design of the system components, where the architecture is refined and
structured, is shown with green blocks.

3.2.3 Validation process in the framework

The validation process (Fig.3.3) ensures that practical and operational insights from lower levels are in-
tegrated into higher-level planning and strategic decisions. It includes only integration (yellow blocks),
verification (blue blocks) and validation (green blocks) SE processes and does not cover the transition
process for transferring custody from the development team to the focal organization that will op-
erate and support the system. The purpose of the validation process is to confirm that the realized
system complies with stakeholder requirements. According to INCOSE, this process is invoked during
the stakeholders’ requirements definition process to confirm that the requirements accurately reflect
stakeholders’ needs and to establish validation criteria, ensuring that the right system has been built.

The ascending process begins with the detailed integration of the technical implementation (nodes
S7/S8) of prototype tested on the production system and moves upward through the system hierarchy
toward the strategic enterprise level (S1). This ensures that the operational data and insights are utilized
to refine and validate the conceptual and strategic aspects of the DT system.
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According to SE approach, the disparate system components need to be synthesized into a set of
system elements and into a realized system(i.e. product or service) that satisfies system requirements,
architecture and design. Integrating SOI elements (e.g. systems, subsystems, and components) incre-
mentally is more practical than combining all components regardless of their hierarchy, as debugging
is easier when the cause of a problem is clearly identifiable and traceable.

Traditionally, components are integrated incrementally to develop an SOI. However, the SE hand-
book provides eight methods for system integration. Among these, incremental integration is a strate-
gic, step-by-step approach that allows systems to be integrated in an organized and logical manner,
which is the case for most methods. Incremental integration starts with an available piece of the sys-
tem and then adds another piece, one at a time, incrementally increasing functionality and testing the
system progressively. The disadvantage of this method is the necessity to simulate the missing compo-
nents.

Following integration is verification testing and validation testing. The SE handbook prescribes
performing these activities as part of integration testing. In theory, after integrating a component, it
is necessary to verify and validate it. However, there is no reason why verification testing cannot be
done in parallel with integration testing. While integration testing addresses the interfaces between
subsystems, verification and validation testing assess the behavior of the system and its components.

3.3 The proposed framework application process

The enterprise context discussed in T1 serves to define the scope, objectives, and relevant considera-
tions, guiding the DT development project (Fig.3.2). As explained in [112], “systems should be measured
by the amount of overall value they create for all their stakeholders, taking into account the relative
weight of the different stakeholders”. Then, it is important to analyze their impact on the project. This
is the aim of task T1.1. Initially, during the stakeholder definition process for a project, the attention is
directed toward the focal organization. This refers to the entity that initiates the project, holds primary
responsibilities, and has a direct interest in the project outcomes and impacts. Additionally, a self-
directed group of individuals, overseen by a single leader or board, collaborates to achieve shared goals
and objectives, while also managing relationships with the focal organization [112]. Further, to provide
a full view to the possible project failures and project risk assessment, it is recommended to capture
indirect relationships effects and value loops by conducting a Stakeholder Value Network Modelling
and Analysis [113]. Following that, the stakeholders’ prior needs are evaluated on T1.2. This analysis
relies on the prioritization matrices.

Based on the existing constraints such as company’s goals, domain and compliance standards, the
business objectives with corresponding metrics are identified during T1.3. In T1.4, business require-
ments, elicited from business objectives, define the scope of the project and serve as a base to identify
high-level functional and non-functional requirements on T2.

Then, the existing systems of the enterprise are studied, and their capabilities are analyzed in T2.1.
At the end of the T2, the formal definition of the system-of-interest (SOI) is defined, encompassing
high-level requirements and external constraints as well as capabilities relevant for the company and
the ongoing project.

The transition from T3 onwards involves considering the use case and hierarchy of the assets of the
company for detailed SOI’s conceptual and functional view. The T3 point defines the production system
(production line) and its subsystems and components to be represented. The T3.1 focuses on DT system
user requirements, aiming to assure anticipated interactions. During T4, the high-level requirements
are translated to main case study elements represented on use case diagram. The process from T5 to
T7 contributes to form a logical view of the SOI by defining its components and behavior. The scenario
forms specific system states and activities during runtime.

The results of analysis to define prior items in tasks T1-T4 are presented in the form of prioritization
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matrices. The responses from stakeholders are not treated equally. The development team prioritizes
input based on the criteria defined in the matrix from task T1.1. For instance, stakeholders whose infor-
mation is considered more valuable for the project and who play a crucial role in information exchange
are given more weight in the evaluation process. This ensures that the perspectives of key stakeholders
are prioritized. As an example, for business objectives and corresponding business requirements, the
parameters “Importance/Impact” for rating and “Strength” to represent the association score of relation-
ships/dependencies between selected items are applied. The parameters and their values are defined
and collected via introspection and questionnaires. The results are the calculations of weighted score
for each item in the matrix. Finally, the prior business objectives, requirements and components can be
identified to bring the most value and best chances for success of the project and organization [114].

The use case and activity diagrams visually represent the system formal structure and behavior.

Parallel to the functional specification, in steps T5, T7, and T8, the data models are defined using
the standardized metamodel of AAS. The hierarchy of AASs corresponds respectively to the production
line, production units, and devices such as PLCs and sensors. When the logical architecture is finalized,
the development of code components constitutes the remaining work to obtain operational 14.0 com-
ponents and assets of existing production system firstly, in terms of extracted value based on enhanced
information and data from them and secondly, in terms of application and usability of this information
to satisfy business requirements.

3.3.1 Development Process example

To illustrate the application of the proposed framework, we will consider a hypothetical example in-
volving a manufacturing enterprise aiming to implement a DT system for its SPS. On T1-T4, prior
business objectives, requirements, and components are identified using prioritization matrices.

Task T1: Define system-of-interest on business level

The enterprise strategic goal is to effectively manage assets in the context of I4.0, while its midterm goal
is to reduce downtime by integrating a DT system. Objectives include real-time monitoring, predictive
maintenance, and improved decision-making capabilities. The prior business objective is "to include
real-time monitoring".

Task T1.1: Define stakeholders

The focal organization is the manufacturing enterprise initiating the DT project. Key stakeholders in-
clude the production management team, IT department, external suppliers of automation components,
and end-users of the production system. A stakeholder value network modeling and analysis is con-
ducted to identify the impact and value loops of each stakeholder group and their needs. The prior
stakeholders order can be: project manager, production engineer, operator.

Task T1.2: Define stakeholders needs

The prior stakeholders needs are:

+ Project manager: Needs to ensure that the development activities align with stakeholders needs
within the project timeline and milestones and requires insights to make informed decisions.

+ Production engineer: Needs real-time access to machine performance metrics, such as downtime
and production rates, to optimize processes and identify potential issues promptly.

+ Operator: Needs clear visibility into equipment status and performance indicators in real time to
ensure smooth operations and quickly address any anomalies.
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Task T1.3: Define business objectives

Business objectives are defined based on company goals such as reducing machine downtime by 20% .
Corresponding metrics are established, such as mean time between failures (MTBF) . The prior business
objective is "to include real-time monitoring".

Task T1.4: Define business requirements

Requirements are derived from the business objectives, focusing on high-level functional requirements
like real-time data acquisition, analytics capabilities, and user interface design. Non-functional re-
quirements include system scalability, reliability, and compliance with industry standards, etc. For
prior business objective "to include real-time monitoring” the corresponding business requirement is
"to establish a system that provides continuous monitoring of operational data". Metrics associated with
this requirement include response time for data updates, frequency of data sampling, and reliability of
real-time alerts.

Task T2: Trace high-level (non)/-functional requirements

The enterprise’s current systems, including production line machinery, industrial robots, and PLCs,
are studied to understand their capabilities and limitations. The SOI is defined to encompass high-
level requirements, external constraints, and capabilities relevant to the ongoing DT project. The SOI
includes the production line, its subsystems, and individual components such as sensors and actuators.
In this section, only a limited number of requirements are illustrated, as more can be elicited in
practice.
Prior high-level functional requirements are:

« 001HREQ.Real-time data acquisition: The system must be capable of continuously collecting op-
erational data from various sources within the production environment.

« 002HREQ.User interface and visualization: The system should have intuitive and user-friendly
interfaces for visualizing operational data in real-time.

Prior high-level non-functional requirements are:

« 003HREQ.Integration with existing systems: The system should integrate with existing IT in-
frastructure, including legacy systems, databases, and enterprise applications using standardized
tools.

The tasks "T2.1: Define SOI functions" and "T2.2: Define system functions/capabilities” require
information about the OMEs - physical assets for which the DT is developed, in order to adjust SOI
functions according to the analyzed capabilities of the existing system.

Task T3: Define system type on work-centers level

The production line and its subsystems, including material handling, assembly, and inspection stations,
are detailed. For example, existing constraints include the type of supported communication protocol,
the availability of OMEs responsible for predefined functionalities, the speed of data transmission in
communication networks e.g. PROFIBUS, etc.
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Task T3.1: Define SOI user requirements

User requirements are focused on ensuring intuitive interactions with the DT system, such as dashboard
interfaces for real-time monitoring and control. Therefore, the prior DT system user need is intuitive
and user-friendly dashboard interface that provide real-time visualization of key metrics and operational
status of relevant OME. User requirements assist in identifying and tracing specific SOI requirements,
such as functional and performance requirements.

Task T4: Trace DT SoS (non)-/functional requirements

Depending on the taxonomy of the OME, the definition of requirements for the SOI can vary at dif-
ferent levels. In this case, the SoS level is not defined on tasks "T5: Trace DT SoS (non-)functional
requirements" and "T5.1: Define DT SoS interaction elements"; however, the system, subsystem, and
component levels can be defined.

The functional and performance requirements are presented in the SysML composite requirements
hierarchy diagram (Fig.3.4):

« 001HREQ->001REQ.The system shall collect status readings from sensor "X" every 5 seconds.

« 001HREQ->002REQ.The system shall collect state from actuator "Y" within 10 milliseconds of
occurrence.

« 002HREQ->003REQ.The system shall display status trends over the past hour on the dashboard.

Task Té6: Define system type on Station level

Using SysML notation, requirements are traced (Fig.3.5) to ensure that relevant aspects of the system
functionality are covered via use cases, verified against the initial high-level requirements and that the
system meets stakeholder needs and performs as intended under real-world conditions.

Task T6.1: Trace DT system (non-)/functional requirements

The main functional requirements on this stage include :

« 001HREQ->008REQ.The system shall set status readings for sensor submodel every 5 seconds.

« 001HREQ->009REQ.The system shall set state for actuator submodel within 10 milliseconds of
occurrence.

These requirements may be supplemented by the functionalities of external services of the open-
source infrastructure, such as for AAS from BaSyx project.

Tasks T7: Define DT system use case to T7.4:Define software components

High-level requirements are translated into functional and performance requirements on system level
for a production unit (station) (Fig.3.4) and to main case study elements represented in a use case hier-
archy. The SysML use case diagram (Fig.3.6) illustrates interactions between users and the system. The
main use cases are: "Data Monitoring", "Data Visualization", "Data Management" and "Data Acquisition”
as they fulfill key functional requirements for real-time data monitoring. The "Extend" relationship be-
tween the use cases "Data Management" and "Data Processing" highlights the optional nature of data
processing because it is not always necessary during every data management operation. Instead, it is
invoked under specific conditions, such as when data transformations or analyses are required (e.g.,
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in the case of detected anomalies), making it a conditional extension of the broader "Data Manage-
ment" use case and critical for fulfilling unspecified functional requirements related to real-time data
monitoring.

The components and structure of the SOI are defined to create a logical view of the system. In
T7.1:Define DT components, specific system states and in T7.2:Define system behavior, activities dur-
ing runtime are identified through scenario modeling, ensuring comprehensive coverage of operational
conditions. The "Data management" entity is supposed to invoke external services (e.g."Data Visualiza-
tion") and lower-level use cases (e.g."Data Monitoring" and "Data Acquisition", etc.) based on business
process model. This model can orchestrate service tasks according to business logic and supports the
end user by providing interaction through visualization tools, notifications and options for request-
ing specific or historical data. For example, when the operator logins, relevant AAS and submodels
can be queried from BaSyx AAS environment, either internally or via AAS web GUI In T7.3 and T7.4,
data models are defined using the standardized metamodel of AAS (SysML block definition diagram on
Fig.3.7), which ensures querying information in AAS environment. The Fig.3.7 highlights the interac-
tions and dependencies between these related processes, where data monitoring block acts as a central
point of interaction with end user. However, the presence of additional use cases like "Data acquisition"
and "Data processing" underscores the nature of monitoring in conjunction with other operations(e.g.
control commands within BaSyx virtual automation bus) that are intended to integrate with physical
assets by communication protocols(e.g. OPC UA, MQTT, etc.). The hierarchy of AASs corresponds
respectively to the production line, production units, and devices such as PLCs and sensors.

On node S8 the implementation of software components (e.g. development, testing and integra-
tion) in physical environment needs to be done (not the focus of the current framework development
process).

System Implementation: S8 to [asset;product]

The logical architecture is finalized, and development of code components, interfaces constitutes the
remaining work. By utilizing the existing capabilities of the production system to expose OPC-UA
servers of relevant PLCs, effective communication and integration of data flows are achieved. The goal
is to obtain operational 14.0 components and assets, extracting value based on enhanced information
and data, and ensuring the usability of this information to satisfy business requirements in both physical
and digital environments.

3.3.2 Validation Process example
Validation from [asset;product] to S8

At this stage, via communication channels the data is gathered from various sensors, PLCs, and other
devices using OPC-UA servers, preprocessed and traced via AAS to the DT environment for specific
applications. OPC-UA, JSON mapping rules are verified between components that use AASs. The
configuration files with properties to infrastructure for AASs are tested, integrated and verified.

T8: Integration and demonstration of end-to-end operation of components

Based on test cases, the AAS structure is verified for submodels and data elements. The parameters and
operation types representing devices, sensors and actuators, references, identifiers and environment
variables are refined during integration in physical environment.
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T7: Integration and demonstration of end-to-end operation of the system

The structure of AAS submodels representing subsystems and system data models (e.g. production or-
der, entry and exit elements of the manufacturing units, etc.) are validated on real-life scenarios. The
scenarios of applications are tested: the flow of activities, the internal systems operations on manufac-
turing unit, system responses to end user interventions are verified. The sub-system requirements are
refined and validated.

T6: Verification of requirements on system level

After conducting test cases, the functional requirements models are verified against the test results
using requirements verification traceability matrix (RVTM) (Fig.3.8). The logical architecture is then
adjusted and optimized based on operational feedback to ensure the system meets the verification cri-
teria. These verified requirements are used to update use cases and activity diagrams. Discrepancies
between the initial design and implementation are gathered and analyzed.

T6.1: Validation of requirements on system level

After verification, the status of functional requirements model on system level is updated on require-
ments traceability matrix(RTM) (Fig.3.9). The final adjustments validate the system actual state. In this
example, the ’in progress’ status of the requirements indicates that testing is not yet complete. The
system still requires the integration of other functionalities to ensure full operational capability. There-
fore, until these functionalities are implemented and thoroughly tested, the system cannot be validated
against its full set of requirements. This ongoing process highlights the importance of iterative devel-
opment and testing in ensuring that all components work together as intended. Since the SoS level of
the developed system is not included in this example, tasks T5, T4, and T4.1 are explained in a generic
manner. The example continues with the illustration starting from task T3.

T5: Integration and demonstration of end-to-end operation of the SoS

The orchestration of applications is tested: the flow of activities, the internal systems operations (e.g.
on the manufacturing unit), system responses to end user interventions are integrated. Real-time data
is analyzed to identify patterns, performance metrics, and operational insights, e.g. monitoring pro-
duction efficiency, machine health or quality control metrics.

T4: Verification of requirements on SoS level

The high-level requirements defined in S4 are validated against verification criteria, including opera-
tional data, user interactions, and insights from lower levels. Discrepancies or gaps are identified, and
the requirements are refined as necessary. Operational scenarios are thoroughly analyzed to ensure
the system robustness and adaptability. This process ensures the system can effectively manage var-
ious conditions and edge cases. Finally, the verified requirements are used to update use cases and
activity diagrams, and discrepancies between the initial design and implementation are documented
and analyzed.

T4.1: Validation of requirements on SoS level

After verification, the functional requirements model at the SoS level is updated to reflect the current
status of tested systems. The final adjustments are made to validate the actual state of the system.
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T3: Validation of high-level requirements on SoS level

The requirement traceability matrices illustrate the status of requirements models on different levels.
In example, for system level, the RTM verifying each use case (Fig.3.6) is required in order to fully show
the state of the implemented system.

T2: Validation of business requirements

To validate the business requirement, the use case model needs to be validated first. This validation
process requires the implementation, testing, and integration of the relevant components. In this ex-
ample, since the validation of requirements for the 'Data acquisition’ use case is still in progress and
the functionality responsible for analyzing metrics related to the business requirement has not yet been
implemented, the business requirements cannot be fully validated at this time.

To validate business requirements, it is necessary to provide a formal report that compares the
expected KPIs (as defined in the business objectives) with the actual KPIs measured and calculated by
the system, including root-cause analysis for discrepancies.

T1: Validation of stakeholder requirements

To achieve this, the following steps need to be taken:

Review Stakeholder Requirements while tasks T6, T6.1 and T4, T4.1. In the example, the docu-
mented needs of each stakeholder, including the project manager, production engineer, operator, share-
holder, and development team should be revisited and compared with implemented functionalities to
ensure that they have been translated into system requirements accurately.

Moreover, any gaps between the implemented system and the stakeholder requirements should be
identified. Necessary adjustments or refinements should be made to align the system more closely with
stakeholder needs.

Finally, the formal validation or sign-off from stakeholders, confirming that their needs have been
met and that they are satisfied with how the system addresses their requirements, is necessary.

This validation step ensures that the system delivers value to all key stakeholders, supporting the
overall business objectives and contributing to the success of the DT project.

Strategic Alignment and Final Validation: Nodes S2-S1

The refined conceptual and functional views inform the formal definition of the SOI. High-level re-
quirements and external constraints (e.g. regulatory and legal compliance) are revised based on the
operational feedback. The refined SOI is aligned with the strategic goals and business objectives of the
enterprise. This ensures that the DT system contributes effectively to the overall strategic vision of the
company. The final system design is validated with key stakeholders to ensure it meets their needs and
expectations. This step ensures buy-in and support from all relevant parties. The decision to prepare
for operation of SOI can be made with the following criteria:

1. Functional Validation: Pilot Testing of the prototype on a real-world scenarios outside the con-
trolled development environment. Performance requirements on scalability need to be evaluated
to ensure the product meets commercial demand and that there is an adequate support infrastruc-
ture in place (e.g. customer service, technical support, maintenance). Ensure that the prototype
meets all functional specifications and requirements defined in earlier stages.

2. Integration Completeness: Confirm that control and information systems are fully integrated and
operational Ensuring that the product complies with all necessary certifications to meet specific
industry standards and legal requirements.
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3. Performance Testing: Conduct thorough performance tests to verify that the prototype operates
efficiently under expected conditions.

4. Adaptation Readiness: Assess the need for any ad-hoc adjustments or adaptations and ensure
they are implemented.

5. Scalability: Evaluate whether the prototype can be scaled and integrated into existing frameworks
and processes.

6. Stakeholder Approval: Obtain approval from key stakeholders to move forward with operational
deployment.

7. Development of a detailed business case, including financial projections, ROI analysis, and risk
assessments to define commercial viability of the product.

This example demonstrates a structured approach to applying the proposed framework, empha-
sizing traceability, stakeholder involvement, and adherence to business objectives throughout the DT
development process.

3.4 Conclusions

The proposed framework offers a structured approach for developing and validating DT systems, ulti-
mately enabling the manifestation of OMEs as valuable assets. Through this framework, the DT system
enhances the management of relevant KPIs of production (e.g. operational efficiency, downtime), and
aligns with the strategic goals of the enterprise by leveraging detailed design, functional specifications,
and production systems with their integrated control systems. The following benefits can be obtained:

+ The transformation of existing OMEs to valuable assets. DT system transforms OMEs into valu-
able assets by providing a comprehensive digital representation of the physical manufacturing
environment and the relevant application of it, e.g. for real-time monitoring, predictive mainte-
nance, and optimized production processes. The framework ensures that each OME is accurately
represented via standardized metamodels assuring interoperability between external and inter-
nal users, facilitating data-driven decision-making and increasing the overall value derived from
these entities.

+ The underlying systems engineering processes guarantee the traceability of models, require-
ments, and other critical elements throughout the DT development lifecycle. This ensures that
every component of the DT system aligns with the strategic goals and operational needs of the
enterprise, thereby maintaining consistency and coherence in the overall design and implemen-
tation.

For successful application of this framework, the prerequisites and recommendations need to be
met:

« Infrastructure readiness and data availability: The existing infrastructure must support the
integration of DT systems, including the capability to expose OPC-UA servers on PLCs and other
necessary communication protocols to transfer data accurately.

+ Stakeholder involvement and resource allocation: Active participation from key stakehold-
ers, including management, technical teams, and end-users, is necessary to align the DT system
with business objectives and operational needs. Management provides strategic direction and
ensures that the digital transformation aligns with the enterprise’s long-term goals. Their in-
volvement is crucial for securing necessary resources and support for the project.
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« Standardization compliance: Adherence to industry standards, such as those outlined in RAMI
4.0, ensures compatibility and interoperability of the DT system components.

Applying this framework involves several key recommendations to ensure successful implementa-
tion and operational effectiveness. Firstly, an incremental approach, starting with pilot projects, allows
for validation of the framework effectiveness and necessary adjustments before full-scale deployment.
Continuous training is crucial for staff to understand and effectively use the DT system, while itera-
tive refinement ensures regular reviews and updates of DT models based on operational feedback and
evolving business requirements. The integration of system components at each stage, from translat-
ing business objectives into actionable requirements, ensures seamless operation and interconnectivity
within the DT system.

In summary, the framework outlined in this chapter serves as a foundation, illustrated through an
example to clarify its application. Moving forward, Chapter 4 will shift focus from this illustrative
example to a real-world case study, where we will validate the framework’s practical utility in an oper-
ational setting. This transition will demonstrate how the framework performs under actual conditions
and its impact on real-world scenarios.

In conclusion, this framework provides a robust foundation for developing and implementing DT
systems that enhance the value of OMEs as assets. By meeting the specified requirements and ensuring
seamless integration, the framework not only supports the strategic goals of the enterprise but also
fosters a culture of continuous improvement and innovation in the manufacturing environment.
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ProPOSAL OF A METHODOLOGICAL FRAMEWORK

req [package] Example [Req

-
|ederiveregre
|

uderyeRets

Requirements

. business requirement

[_] performance requirement

[ functional requirement

[] high-level functional requirement

[ high-level non-functional requirement

S T T T T TR T T ST ST T T SR T TR T T T T T
I
|

wdervaRgqts
I

.
«functionalRequirement»
Real-time data acquisiton

«functionalRequirement»
User interface and visualization

«performanceRequirement»
Integration with existing systems

id = "001HREQ"

text = "The system must be capable of continuoushy

id = "002HREQ"

text = "The system should have intuitive and user-

id = "003HREQ"

text = "The system should integrate with existing IT
infrastructure, including legacy systems, databases, and|

collecting operational data from various sources

friendly interfaces for visualizing operational data

enterprise applications using standardized tools."

text = "The system shall collect)
status readings from sensor "X

text = "The system shall collect state
from actuator "Y" within 10 milliseconds

of occurrence”

within the production environment" oo in real-time" oo
«functionalRequirement» «functionalRequirement» «functionalRequirement»
Status reading State reading Display status
id = "0D1REQ" id = "002REQ" id = "003REQ"

text = "The system shall display status
trends over the past hour on the
dashboard”

every 5 seconds”
A
|
|
A

«performanceRequirement»
State reading

«performanceRequirement»
State reading

«performanceRequirement»
Status reading

«performanceRequirement»
Status reading

id = "007REQ"

text = "The system shall log and process
the collected state data from actuator "Y'|
within 5 milliseconds after the data is

id = "D06REQ"

text = "The system shall detect the
state change of actuator "Y" and
initiate data collection within 2

id = "005REQ"

text = "The system shall process and
store each status reading from sensor
"X" within 50 milliseconds after

id = "004REQ"

text = "The system shall ensure that the
time interval between consecutive status
readings from sensor "X" does not deviate

by more than +0.5 seconds." collection." milliseconds of the occurrence.” retrieved."
Figure 3.4: Requirements model example
req [package] Reguirements Traceability [Requirements Traceahbifty] /J
arequirements
Continuous monitoring for operational data efunctionaiRequirements ustakeholders
Real-time data acgquisiton Project Enginesr
id = "001BREQ"
text = "Toestabfish 3 system that provides il = "DDIHREQ" _ __| concem ="Needs real-time access to

aderiveReqts machine performance metrics, such as

downtime and production rates, to
aptimize procetses and identify potential

text = "The system must be capaible of
continugusty cobecting operational data from
varipus sources within the production

continuous monitoring of operational data.
Metrics: response time for data updates,
fregquency of data sampling, refabiity of real-

time alerts" environment® et ) issues prompitly®
- =
e -
PR ustakeholders
Operator
concem = "Needs dear visibiity into
afunctionalRequirements sfunctionalRequirements SNt statlr_arsd performance
= i i indiCators inreal fime to ensure smooth|

operations and quickly address any
id = "001REQ" i = "00ZREQ" anomafes®
text = *The system shall collect text = “The system shall collect statd
status readings from sensor “x" from actuator "Y" within 10
every 5 seconds” milkzeconds of ocowemence™

Figure 3.5: Requirements model for Real-time data acquisition "001HREQ"
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3.4. Conclusions

uc [package] Example [ o
— System
{ Data \
| F = / = I
- monltorlng' S P - dactorn
= S— Data External
/N ~ S acquisition / System
End user T __ /. B s
(e.g.Operator) Data N S
sualisation / . \
- I "
— Data B r
| : |
\_Pprocessing / s
s - f \
noiuden ." 1
! o -
= = — \I_ =
L % o . B > e .
( Cleanpata | [ Transform A /Convert Data', / B
Data J FORmate /__.‘ ._\Vallda'te Data )
i - SN . A
Figure 3.6: Basic Use Case Model
DataManagement| wblock»
DataMonitoring SensorSubmodel
block» dataStorage: int id: String «block»
Operator dataStorageObject: DataStorage name: String Status
+ getD itoring(): D 5|+ chedl Boolean): Integer FEERSILyl e 1t m_SensorSubmodel: SensorSubmodel
+ getDataStorage(): DataStorage s e e o e < SHEE s name: String
+  login(): vaid + DataMonitoring(} I+ finalize(): void valueType: int
+ Ioguut():wic.i ) +  finalize(): void +  getStatus(): Status + finalize(): void
+ Operator({String, String) + getDataStorage(): DataStorage +  SensorSubmodel(String, String, int) +  Status()
+ retrieveSubmodel(SensorSubmodel): void + setStatus(Status): void +  Status(int)
+  setDataStorage(int): void o
J : Submodel Element
DataProcessing o «block»
dataStorage: DataStorage ActuatorSubmodel
+  DataProcessing() Ads| id: int State
+ finalize(): void DataStorage name: String - name: String
¥ lodamcsbmoce 1 Cd actuatorSubmodel: ActuatorSubmodel propeityType: Boolosn ’—‘ - valueType: boolean
+  registerSubmodel(): void sensorSubmodel: SensorSubmodel sl wee kil +  finalize{): void
+  addsubmodalElsmentj: vord ActuatorSubmedel(int, String, Boolean) + State()
+  createSubmodel(): void getState(): State
= Dastoreal] setState(State): void
+  deleteSubmodel(): void
DataAcquisition + finalize{): void
datalmporter: Datalmporter g ge‘s“bm““'ﬂeme?t”: void
dataProcessing: DataProcessing +  getSubmodels(): void «interfaceBlock»
+  retrieveSubmodelElement(): void Datalimportes
+ createValue(): void _ Block definition diagram types
+  DataAcquisition() ~|+ Dataimporter() [ block
+  dataAcquisition(); void +  finatlii il [ interface block
+  getValue{): void ~dataimporter + importData(): void
+  importData(): void
Figure 3.7: Data monitoring
Requirements Requirements |Reguirement Test Case s s
e Use Case Test Description TEST |PROD |Defective
Description Source Type ID/Date
001REQ.The system shall Verify that the system successfully
collect status readings collects and logs status readings
from sensor"X" every 5 Data from sensor "X" at 5-second
sec User/Operator |functional acquisition [001TC intervals PASS |PASS |No
002REQ.The system shall
collect state from Verify that the system accurately
actuator"Y"” within 10 captures and records the state of
milliseconds of Data actuator "Y" within 10 milliseconds
occurrence User/Operator [functional acquisition |001TC of the event occurrence PASS [PASS |No
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Figure 3.8: RVTM for test case "001TC. Data acquisition”
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ProrosAL OF A METHODOLOGICAL FRAMEWORK

Requirements Requirements |User Requirement Test Case s . |Requirement
A : Use Case Test Description TEST |PROD|Defective

Description Source requirement |Type 1D/ Date Status

001REQ.The system shall Verify that the system successfully

collect status readings Needs clear collects and logs status readings

from sensor"X" every 5 visibility into Data from sensor "X" at 5-second

Sec equipment  [functional acquisition  |001TC intervals PASS [PASS |No In progress

002REQ.The system shall| User/Operator | status and

collect state from performance Werify that the system accurately

actuator™y” within 10 indicators in captures and records the state of

milliseconds of real time Data actuator "Y" within 10 milliseconds

occurrence functional acquisition  [001TC of the event occurrence PASS [PASS |No In progress

Figure 3.9: RTM for use case "Data acquisition”
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Chapter 4

Application on case study: specification
phase

Overview: In Chapter 4 the application of the proposed framework aims to verify and identify
the elements on S1 to S7. To better allocate resources, such as time, budget and workforce, the
DT development process requires prioritization to focus efforts where they will have the most
significant impact as well as regular reviews and updates to each stage and its analysis as
the project progresses. The framework’s application is demonstrated using a pedagogical auto-
mated assembly line, focusing on a transformative process designed to meet specific objectives
and requirements. This approach is adaptable across diverse scenarios in the development of
the DT system.

4.1 Description of the S.Mart production line

As for the chosen context, the existing physical system requires enhancement through a DT to improve
its performance. This involves a transformative process rather than mere creation. Therefore, the
presence of the DT serves a specific set of objectives, needs and requirements of interested parties. To
illustrate the different concepts proposed in the previous section, the framework will be deployed on a
pedagogical automated assembly line, hosted by the S.Mart RAO platform’.

The production process, described using a BPMN diagram (Fig.4.1), involves key elements: the
operator, production line consisting of stations (production posts and machines), inventory and control
system logic within the production system. We use BPMN as this notation has been proven feasible for
describing the interdependence of manufacturing steps in various examples, e.g. [86]. Additionally, it
encompasses two essential flows: information and data flow, as well as material flow. This production
system is equipped with material-handling system designed to put jetons on a pallet to represent a
shape, chosen by an operator. The defined roles, represented as pools, align with the existing actors and
production process, e.g. “Operator”, “Inventory”, “Control System” and “Production”. The automated
assembly line includes 7 stations (Fig.4.2). The final product is the one of the proposed shapes: round,
square or croix (Fig.4.3).

The control system is built on Schneider Electric automation equipment and software managing
production process operations. The communication network is based on a set of integrated PLCs of
each station and connected to the OPC server. Sensors, e.g. RFID readers and position detecting sensors,
communicate over the network to relay information about pallets, product types, and the status of
different stations.

The information flow is generated and managed by the program developed in SoMachine for the
Schneider Electric M251 PLCs with possibility for operator to intervene.

'https://smart-rao.insa-1lyon.fr/en/node/96
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APPLICATION ON CASE STUDY: SPECIFICATION PHASE
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Figure 4.1: Production process model for production line

The material flow is circled in the central loop of the conveyor, allowing the access to all stations.
The operator uses the interactive display on station 7 to define and set up the product type and its quan-
tity. Commands are transmitted to station 2, where the type of product and operation list are written
on the pallets track tag using RFID 1. The pallet moves through stations based on the information read
by RFID 2 sensors. After operation at any station, the program updates the list number on the track
tag, indicating the next station for movement. Before enter or exit each station, the pallet is detected
during its movement by position detecting sensors.
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4.2. S1 Business context

sssssss

(a) Stations 1, 2 and 6 (b) Stations 3, 4 and 5 (c) Station 7

Figure 4.2: AIP-PRIMéca Academic Technological Platform Industry 4.0 S.mart RAO

Figure 4.3: Product types on production line

On station 6 equipped with inventory supply system and industrial robot, the pallet is assembled
with jetons according to written combination on the track tag. At station 1, the pallet undergoes a
check using a color camera. Validation results determine the subsequent actions at station 4 or manual
assessment at station 3. If assessment validated, the pallet moves to station 4 for jeton removal by the
robot; otherwise, manual assessment occurs at station 3. The camera on station 5 captures a black and
white image to verify if the pallet is empty after operation on station 4. If the image is validated the
pallet moves to station 2 where it will be stocked until there is space on the conveyor and waiting for
the command to start production, otherwise the pallet will be moving on the central loop constantly.
Command panels on each station facilitate manual material flow management. Based on the standard-
ized hierarchy in Fig.1.7, the production line corresponds to the work centers level, while its production
units (stations) correspond to the station level.

4.2 S1 Business context

4.2.1 T1 Define system-of-interest on business level

At the enterprise business level (T1), the focus is on defining and aligning the SOI within small and
medium enterprises (SMEs) in the smart manufacturing domain. The definition of the system context
at T1 includes a project agreement and a project definition document, which outline the main stake-
holders, company objectives, project goals, timeline, resource constraints, quality assurance measures,
and compliance with relevant standards. This level is detailed through a series of structured tasks:

T1.1. Define stakeholders,(§4.2.2): This task involves identifying the key stakeholders, who are
described as parties with a right, share, or claim in the system.

T1.2. Define stakeholders’ needs, (§4.2.3): In this task, stakeholders’ needs are defined as problems
or opportunities that need to be addressed.

T1.3. Define business objectives, (§4.2.4): This task establishes business objectives as measurable
outcomes that indicate the achievement of business goals. Each objective is assigned specific met-
rics—quantifiable indicators measured at specific points in time—to track progress.
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APPLICATION ON CASE STUDY: SPECIFICATION PHASE

T1.4. Define business requirements, (§4.2.5): This task focuses on translating business objectives
into specific requirements, defined as usable representations of stakeholders’ needs. The process is
guided by questions like "What type of SOI do we need?" and "How can the success of the SOI's func-
tioning be measured?"

4.2.2 T1.1 Define stakeholders

The questionnaire is formed in order to prioritize the stakeholders according to their impact on the
project, using criteria: “Importance to the project”. The preliminary analysis shows the following re-
sults (Fig.4.4): Production Operator, Production Manager, Shareholder, Project Manager and Produc-
tion Engineer are most interested stakeholders in the project and can provide substantial benefit to it,
whereas Customer is the less engaged. Using analysis of “Value Added Heat Map” [115], the informa-
tion provided by each stakeholder is ranked from 1 to 5 according to the type of exchange. Further, the
information flows between stakeholders provide a view on existing digitalization level of information
exchange and help to estimate their key performance indicator (KPI) during 1 information transfer per
1 unit of time, which corresponds to “Total Value Added”. For calculation of KPI the formula from
[114] is adapted; only the number of exchanges to stakeholder is used instead of amount of transferred
information per time.

Relative Weights/Importance

Rating (1-9): 2 1 1 0.5

Relative Relative Relative Cost Relative

Benefit Penalty (If not (cost of Risk

[stakeholder included the participating (technical

to the project will Total in the or other)
Stakeholder project) (1-9) suffer)(1-9) Value Value % project) (1-9) Cost% (1-9) Risk % Priority
04.Production Operator 9 9 27 1149 2 3.08 . | 6.90 1.76
02.Production Manager ¥ 2 17 7.23 3 4.62 4 6.90 0.90
01.Shareholder 5 5 15 6.38 2 3.08 5 8.62 0.26
13.Project Manager 9 2 26 11.06 7 10.77 4 6.90 0.78
03.Production Engineer 5 3 13 5.53 3 4.62 4 6.90 0.69
10.Business Analyst B 9 25 10.64 2 12.31 5 2.62 0.64
11.System Architect 2 9 25 10.64 2 1231 5 8.62 0.64
08.Regulatory bodies =] 2 20 2.51 & 9.23 5 8.62 0.63
12.Software Developer 7 g 23 9.79 g8 12.31 5 8.62 0.59
05.Maintenance Personnel 4 1 9 3.83 2 3.08 4 6.90 059
07.Supplier 5 2 12 5.11 5 7.69 4 6.90 0.46
09.Environmental regulators B 4 16 6.81 7 10.77 5 8.62 045
06.Customer 2 3 7 2.98 4 6.15 1 6.90 0.31
Totals 21 73 235 100 65 100 58 100

Figure 4.4: Stakeholders’ prioritization matrix

The result for prioritization is based on: 1. property Value Added Level (the importance to project
depending on type of information exchange) ; 2. dependency strength, valued from 1 to 9 (the relation-
ship between two stakeholders); 3. dependency property “risk” (indicating the character of relationship
between stakeholders: low - strong communication and collaboration, clear understanding of expecta-
tions, consistent and reliable performance, minimal likelihood of conflicts or misunderstandings). The
evaluation of relationships, using partitioning algorithm “As Early As Possible” to sequence the project
details and to visualize cyclically connected pairs of stakeholders (above the diagonal), is conducted.

Finally, the partitioned DSM matrix shows the rating of stakeholders that have most impact on
the project based on their information exchange (Fig.4.5). In this step of analysis, it is essential to
take into account the influence of Regulatory Bodies and Suppliers. Nevertheless, the contribution
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4.2. S1 Business context

of the Customer to the development project related to DT is comparatively less substantial, as it was
identified earlier. Based on information gathered to prioritize stakeholders and consider factors such as
their relative value-added level (relative benefit (influence), relative penalty, relative cost) and relative
risk they can have on the project, high-influence stakeholders (04, 02, 01, 13, 03 on Fig.4.4) with high
interest often take precedence.

OHEEEE - BEHEEEEN
3 &5 8/s cskEl: 2 2 = |5 2| Source: Software Developer -
o S EEEHs|Z|z S|E B . =i
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w o o Y Rl @ a
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(e B £
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@ Developer — uses — System =
~lwlw e nle o w|o|l~|kQ Architect ﬁ
- Shareholder 1| 7 uses: Risk= low ]
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Supplier 3(]7 8% | 15 -
s
Production Manager 4|17 8 8% 8 7|9 7 =
w
Production Engineer 5 8 8% 9|6 7
Production Operator 6 8 8% 9 4
Software Developer 7 6 7|6|98%(10|8 |6 |1 —
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Customer 12 |12 1 'r%
Project Manager 13||8|7(1|8|8|8|10/9 |8 8|7 |1 B% =
H
u

Figure 4.5: Stakeholders DSM matrix
This prioritization is utilized during the specification phase as follows:

« Operational and managerial input: Feedback from the production operator and manager is critical
for defining the system core requirements and functionality. The production operator is prior-
itized first due to their direct interaction with the system, providing essential insights into its
practical use. The production manager follows, as their input ensures the system aligns with
operational goals and performance metrics, supporting efficient resource management and pro-
duction objectives.

« Strategic alignment: Shareholder input is integrated to ensure that the system development aligns
with business objectives and delivers value.

« Project coordination: The project manager ensures that the specification phase is well-coordinated
and all stakeholder requirements are integrated into the project plan. Their role is essential for
managing timelines and resources, based on the input from all stakeholders.

« Technical refinement: The production engineer’s insights are used to finalize technical specifica-
tions and ensure the system design meets the operational needs effectively, based on input from
previous stakeholders.

By following this prioritization, the specification process ensures that the framework is developed
with a focus on addressing real-world needs, aligning with business goals, and being technically feasi-
ble.

67
These accessible a I'adresse : https://theses.insa-lyon.fr/publication/20241SAL0137/these.pdf © [X. Pystina], [2024], INSA Lyon, tous droits réservés



APPLICATION ON CASE STUDY: SPECIFICATION PHASE

Relative Weights/Importance Rating (1-9): 2 1 1 0.5

Relative Relative Relative

Benefit Penalty (If Relative Cost Risk

(needto not included (cost of (technic
Setkehoicer beed the the project development alor

project)  will suffer) (1-Total in the other)

(1-8) 9) Value Value % project) (1-9) Cost % (1-9) Risk % Priority
02.04 To optimize operational efficiency(production performance, resources) 9 g8 26 3.58 6 2.56 7 3.85 0.80
01.01 To maximize value (ROI), profitability, long-term sustainability 8 8 24 3.30 7 299 5 2.75 0.76
02.02 To consult reporting and analytics capabilities 8 6 22 3.03 7 299 4 2.20 0.74
04.01 To ensure streamlined processes, equipment reliability, and a conducive work environment 1 7 23 3.16 7 299 5 2.75 0.72
02.03 To manage complexity of assets 7 5 19 261 6 256 4 2.20 0n
04.03 To use clear instructions, safe working environment, and efficient equipment 7 5 19 2.61 6 2.56 4 2.20 0.71
06.02 To optimize product on-time delivery 8 6 22 3.03 7 299 5 2375 0.69
07.02 To ensure seamless integration and interoperability of systems and components for smooth
collaboration and supply chain management 8 6 22 3.03 7 2.99 5 275 0.69
12.02 To use clear project requirements 8 6 22 3.03 7 299 5 275 0.69
08.02 To ensure adherence to legal and regulatory frameworks and mitigate risks 8 7 23 3.16 7 299 6 3.30 0.68
01.02 To improve production efficiency a 7 25 3.44 8 342 6 3.30 0.68
02.01 To meet production targets, cost control, and continuous improvement 9 7 25 3.44 8 342 6 3.30 0.68
06.01 To increase product quality 9 7 25 3.44 8 342 6 3.30 0.68
11.02 To create technical architecture 9 7] 25 3.44 8 3.42 6 3.30 0.68
04.02 To be able to monitor and control production line at actual state a 8 2% 3.58 8 3.42 7 3.85 0.67
08.01 To verify complience with specific regulations and standards ] 8 26 3.58 8 3.42 7 3.85 0.67
(09.01 To minimize an environmental impact 9 g 26 3.58 8 3.42 7 3.85 0.67
12.01 To implement systems functionalities 9 8 26 3.58 8 342 7 3.85 0.67
01.04 To engage in proactive asset management to achieve production goals, optimize resources,
and drive operational excellence a 8 26 3.58 8 342 7 3.85 0.67
03.01 To have immediate insights into the production process 8 5 21 2.89 7 299 5 275 0.66
11.01 To understand business requirements and goals 8 5 21, 289 7 2.99 5 275 0.66
10.02 To translate high-level business requirements into detailed functional specifications 9 6 24 3.30 8 342 6 3.30 0.65
01.03 To effectively manage complexity of assets 7 6 20 275 7 299 5 275 0.63
10.01 To elicit clear and comprehensive requirements 3 4 20 275 7 299 5 275 0.63
11.03 To identify system-of-interest 7 6 20 2.75 7 299 5 275 0.63
07.01 To accurate demand forecasting 9 5 23 3.16 8 3.42 6 3.30 0.62
13.01 To understand the purpose, scope and outcomes through clear and well-defined objectives
for the system in development a9 5 23 3.16 8 342 6 3.30 0.62
03.02 To maintain efficient production processes, optimized resource utilization, and effective
asset management k] 6 24 3.30 8 3.42 7 3.85 0.62
05.01 To minimize disruptions, anticipate assets behavior, increase agility and adaptability to
ensure efficient maintenance practices 9 6 24 3.30 8 3.42 7 3.85 062
02.05 To engage in proactive asset management to achleve production goals 8 4 20 275 7 299 6 3.30 0.59
05.02 To have immediate access to the performance of the equipment g 4 20 2.75 7 2.99 6 3.30 0.59
12.03 To have access to necessary tools (open-source, OTS, etc) 5 5 15 2.06 6 2.56 4 2.20 0.56
Totals 264 199 727 100 234 100 182 100

Figure 4.6: Stakeholders’ Needs (“stakeholders number.order number Need name”)

4.2.3 T1.2 Define stakeholders needs

For project success and alignment to the strategic goals and expectations of key stakeholders (§4.2.2),
it is important to assess the potential impact of meeting or not meeting each stakeholder’s needs. In-
cluding the “Project Manager” stakeholder as an organizer and constructor of the questionnaire, the
prioritized map of stakeholders’ needs is shown on figures below. The question “Does the need satisfy
the project change initiative?” concerning formulated change initiative “I4.0 Manufacturing transfor-
mation and digitization” is posed in connection with strategic enterprise goal “Build a value better,
faster, cheaper in 14.0 paradigm”. The collected stakeholders’ needs are classified using a prioritization
matrix (Fig.4.6).

The preliminary matrix is based on questionnaire marking stakeholders’ needs with the factors:
relative value added level and relative risk on the project. This matrix shows the following main needs,
where the format is "StakeholderNumber.NeedNumber"(02.04, 01.01, 02.02, 04.01, 02.03, 04.03). On this
stage of the project (conceptual development), the top five needs have a significant impact on project
success, while others may be less critical (e.g. 05.02, 12.03).

The common factor of the complex systems projects and organizational environments is intercon-
nectedness between elements. Interdependence among stakeholder needs means that the satisfaction
or fulfillment of one stakeholder’s needs may affect or be affected by the satisfaction of another stake-
holder’s needs. Several factors contribute to the interdependence of stakeholder needs: 1. Urgency of
need - The timing of activities or the sequence in which needs are addressed can influence the satisfac-
tion of stakeholder needs. 2. Importance to project objectives - the shared vision on project objectives.
The achievement of specific goals may depend on the collaboration and support of multiple stakehold-
ers. 3. Cross-functional dependencies - in smart manufacturing organizations with various functional
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4.2. S1 Business context

units or departments, stakeholder needs may be interdependent due to cross-functional dependencies.
Actions in one area may affect stakeholders in other areas. Other factors such as resource sharing, reg-
ulatory compliance dependencies, market dynamics and risk mitigation can inadvertently introduce
these to others, in this case collaborative strategies may be needed.

The “Priority” results from preliminary matrix are translated to “Importance” factor results with
rating from 1 to 9. After partitioning with option “As early as possible” based on factors of stakehold-
ers’ needs “Urgency”, “Importance” and dependency property “Risk”, the groups of stakeholders’ needs
are formed (Fig.4.7). These are for needs in order of dominance on urgency: Group 1 - 09 Environ-
mental Regulators; Group 2 - 01 Shareholder; Group 3 - 13 Project Manager, 12 Software Developer,
06 Customer, 03 Production Engineer, 02 Production Manager; Group 4 - 11 System Architect, 10 Busi-
ness Analyst, 08 Regulatory Bodies, 05 Maintenance Personnel, 04 Production Operator; Group 5 - 07
Supplier. The three main groups (Group 1- Group 3) of needs have the most significant impact on the
conceptual development of the project. The order of main needs for main stakeholders are: 09.01, 01.04,
01.03, 01.02, 01.01, 03.02, 03.01, 02.01, 02.04, 02.02, 02.01, 02.05, 02.03.

guzgcer a3y oMot AR Source: 02.04 To optimize operational efficiency
Telon@2oFE® 53T 58 BE (production performance, resources)
A58 HE3E RS BT I : 02
$root ERCACREA A=A R e Ry =~ ey 3 Target: 02.01 To meet production targets, cost
EETREs=xm cFE 2SS 8 LR LR A =g control, and continuous improvement
i Inliad Al CamAntisd iy — [ 10 [na Dependency Strength: 8
@r—-lum»mo‘\lmwowluw wu O O =N W "
Dependency Properties:
1101 To minimize an environmental impact 1P &
=11-...0 achieve production goals, optimize resources, and drive operational excellence 2 % . .
2 e e EX e 3 5% 04 To optimize operational efficiency(production
02 To improve production efficiency a5 3% performance, resources) — uses — 01 To meet
01 To maximize value (ROI), profitability, long-term sustainability 5 3% moducnon ta‘rgets‘ costcontrol, and continuous
=}+-...tcomes through clear and well-defined objectives for the system in development 6 provemen
=1/--03 To have access to necessary tools (open-source, OTS, etc) 7 B% uses: Risk= Med
15| 01 To implement systems functionalities 8 7 3%
02 To use clear project requirements 9 3%
=}1+-02 To optimize product on-time delivery 10 %
g 01 To increase product quality 11 3
=11-...tion processes, optimized resource utilization, and effective asset management 12 %
: | *-01 To have immediate insights into the production process 13 3
1|04 To optimize operational efficiency (production performance, resources) 14 %
3| 02 To consult reporting and analytics capabilities 15 6 3%
01 To meet production targets, cost control, and continuous improvement 6 8 8 7 3%
05 To engage in proactive asset management to achieve production goals 17
03 To manage complexity of assets 18 8
=1{+-03 To identify system-of-interest 19 7
| 02 To create technical architecture 20 6
01 To understand business requirements and goals 21
=11+ -...ranslate high-level business requirements into detailed functional specifications 22
: 01 To elicit clear and comprehensive requirements 23 7
=11--02 To ensure adherence to legal and regulatory frameworks and mitigate risks 24 6 6
g 01 To verify complience with specific requlations and standards 25
=102 To have immediate access to the performance of the equipment 26 6
B ..vior, increase aqility and adaptability to ensure efficient maintenance practices 27
<1103 To use clear instructions, safe working environment, and efficient equipment 28
£ 02 To be able to monitor and control production line at actual state 29
reamlinad nracecsae anninmant raliahilite and 3 Fandiicive warlk anviranment 20 | 7 b

Figure 4.7: Stakeholders’ Needs DSM Matrix excerpt

Finally, the sorting of the stakeholders’ needs according to their urgency on the current project
development phase, consequently modifies the list of main stakeholders: 09 Environmental Regulators,
01 Shareholder, 02 Production Manager, 03 Production Engineer 13 Project Manager, 12 Software De-
veloper, 06 Customer, 11 System Architect, 10 Business Analyst, 08 Regulatory bodies, 05 Maintenance
Personnel, 04 Production Operator, 07 Supplier.

4.2.4 T1.3 Define business objectives

All stakeholders’ needs from §4.2.3 are directly traced to business objectives in order to reduce subjec-
tivity. The traceability matrix provides overview on source needs to target objectives (Fig.B.1). It maps
each stakeholder need directly to corresponding business objective(s). At the beginning, the needs
of stakeholders (“01 Shareholder”, “02 Production Manager”, “03 Production Engineer”) are chosen as
prior to others in the top selected to the project development. The needs 01.03 and 01.04 are defined as
sub-objectives as they relate to the same knowledge domain and therefore to the same business objec-
tive 01.01. Despite the urgency, the other needs are collated with business objectives further. The full
hierarchy of business objectives and sub-objectives for the project is linked to strategical development
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APPLICATION ON CASE STUDY: SPECIFICATION PHASE

perspective of the company. To focus on important items and be informed about where to spend efforts
based on their relative benefit, value, cost and risk to the project, the list of objectives is prioritized in
the same manner as stakeholders’ needs (Fig.4.8).

Relative Weights/Importance Rating (1-9): 2 1 1 0.5

Relative

Benefit  Relative Relative Cost Relative

(need to Penalty (If not [cost of Risk

the included the development (technical

project) project will Total in the or other)
Business objective (1-9) suffer) (1-9) Value Value % project) (1-9) Cost% (1-9) Risk % Priority
11 .Increase production performance 9 7 25 6.70 7 574 6 6.38 0.75
2.1.Manage complexity of assets 3 7 23 617 7 5.74 5 £.32 0.73
Develop sustainable manufacturing practices 7 5 19 5.09 6 492 4 4.26 0.72
Improve knowledge management 7 5 19 5.09 & 492 4 4.26 0.72
2.2 .Enhance (data-driven) decision-making 9 3 26 697 2 656 & 6.38 0.72
01.01 Proactive asset management 9 8 26 6.97 8 6.56 6 6.38 072
2 Adncrease Agility/ Adaptability 7 8 22 5.90 7 5.74 5 5.32 0.70
01.02 Optimize operational efficiency 3 & 22 590 7 5.74 5 £.32 0.70
Streamline processess 2 6 22 580 - 5.74 5 5.32 0.70
Enhance supply chain management 3 6 22 5.90 7 5.74 5 5.32 0.70
Expand market share 3 & 22 590 7 5.74 5 £.32 0.70
Increase customer satisfaction 2 5 21 563 - 574 6 6.38 0.63
Improve product/ process quality 9 6 24 6.43 a 6.56 d 7.45 0.63
Increase workforce engagement 8 4 20 5.36 7 5.74 6 6.38 0.60
25 Increase product guality 9 4 22 580 3 6.56 7 7.45 057
2.3 Anticipate assets' events, behavior 8 5 21 563 a8 6.56 i 7.45 0.55
Maintain robust security/ data privacy 5 7 17 456 7 5.74 5 5.32 0.54
Totals 135 103 373 100 122 100 94 100

Figure 4.8: Business objectives prioritization matrix

In the end, each business objective in the list should be directly linked to address the identified stake-
holders’ needs. Further, the tracing of business requirements from business objectives is a common and
important step in the development process. The process involves identifying specific, measurable cri-
teria (metrics, preliminary shown, Fig.4.9), and business requirements that will contribute to achieving
the broader business objectives.

4.2.5 T1.4 Define business requirements

The transition from business objectives to specific measurable definitions such as business requirements
undergoes specific process (cf.Fig.B.2). The main purpose of defining these types of requirements is to
provide an overview on what can be stated on this level of hierarchy of enterprise and assign function-
alities (the specific capabilities, features, or operations that the system - enterprise should be able to
perform) that will be decomposed further. Firstly, it begins with a comprehensive understanding of the
overarching business objectives. Then, the metrics or KPIs associated with each objective is identified.

The SysML requirements diagram shows derived business requirements from business objective
and related metrics, example 1 — “1.1. Increase production performance” (Fig.4.9). The corresponding
metrics or KPIs serve as measurable milestones, allowing to drill down into the detailed functionalities
and criteria necessary for validation of the technical part of the project. The results in previous steps
are essential to ensure that the identified business requirements align with stakeholders’ needs and
expectations.

The chosen objectives have broad area of knowledge concerning enterprise activity and production
processes. In total, 33 business objectives are traced to 169 business requirements. The business re-
quirements traced from sub-objectives fit into multiple categories, indicating their multifaceted nature
in addressing different aspects of the business. Total number of groups — 29 groups of 169 business
requirements. Earlier, the priority is given to selected business (sub-)objectives and consequently their
corresponding business requirements.
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Figure 4.9: Business Objective-Business Requirements diagram

Additionally, the business requirements are prioritized by their interdependencies. The prioritiza-
tion matrix (Fig.4.10) is used to define prior business requirements in those groups. The highlighted
value means the number of interdependencies between requirements in groups 1.1. related to sub-
objective “1.1.Increase production performance” and 1.5. related to sub-objective “1.5.Enhance supply
chain management”. Based on the defined data values and model paths, the DSM matrix is modelled
using multiplicative algorithm to calculate the scores of value paths. The ten prior groups and their busi-
ness requirements: 18BREQ (1.1.9, 1.1.10, 1.1.2, 1.1.7, 1.1.8, 1.1.5, 1.1.1), 14BREQ (1.5.2) 28BREQ (1.4.1,
1.4.2), 21BREQ (2.2.1, 2.4.2), 06BREQ (1.2.8), 16BREQ (1.6.1),23BREQ(1.8.3), 19BREQ (2.2.7), 22BREQ
(1.7.4), 09BREQ (1.3.6) with corresponding metrics “Production Cycle Time” and “Throughput Rate”
Example 1, “Decision cycle time”, “Data Accuracy”, “Data Utilization Rate” Example 2. The groups
23BREQ(2.2.3) and 05BREQ(2.2.8) are important for results in groups 18BREQ and 23BREQ respectively.
The 17 prior business requirements are chosen among 169 in total (Fig.4.11).

Finally, these groups hold characteristics of SOI through the high-level (non-)/functional require-
ments. For example, Fig.4.12, the business requirement “1.1.7. To reduce production cycle time” can be
translated to specific functionality based on the high-level functional requirement “07HFREQ Optimize
the flow of materials and information through the production cycle”. The given high-level functional re-
quirement can include functionalities such as real-time monitoring of production activities, automated
task prioritization, and efficient resource allocation that will be further defined on T2.

4.3 S2 to S8 Development process

4.3.1 T2 Trace high-level (non-)/functional requirements

The main high-level functional requirements cover a wide range of capabilities and actions needed
to address the respective business requirements effectively. For example, the hierarchy of high-level
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APPLICATION ON CASE STUDY: SPECIFICATION PHASE

requirements is formed by tracing them from business objective “Increase production performance”
(SysML requirements diagram, Fig.4.12). The prioritization of groups of high-level requirements, both
functional and non-functional, is carried out in the same manner as described in previous paragraphs,
using same criteria.

Relative Weights/Im portance Rating [1-8): 2 1 1 05
Relative

Relative Cost [cost

Benefit of Relative

need to  Relative Penalty dewelopm Fisk

the [1f not induded entin the |technical

project) theprojec wil Total project) [1- or other)
Business Requirement Group |1-3) suffer) (1-8) value Value ¥ 3 cost¥ [1-8) Risk ¥ Pricrty
198 REQ. Data analytics 2 & 24 356 & 2_BD & 351 O.7E 9
18BREQ. Production Performance E T 23 341 & 2_BD & 351 0.75 B
21BREQ. Decision-making & T 25 370 7 327 & 351 0.74 7
27EREQ. Emission s Control L] 7 25 370 7 3327 g 351 o074 7
ZBEREQ.Sustainable Materal Sourcing o 7 25 3.70 7 327 5 351 074 7
108 REQ. Root C3use Analysis ] T 25 370 E 374 5 2492 071 ]
2BBREQ. A==zt management ] T 25 370 E 3.74 5 2582 071 &
25BREQ. Azzet Security and Protection ] & 24 356 T 327 & 351 071 &
O2BREQ.Change management B & 22 326 7 327 5 252 0.8 5
C4BREQ. Standardization ] & 22 326 T 327 5 252 o.62 5
OTBREQ. Training and zkills development E 5 22 3125 7 327 3 282 0.69 5
096 REQ. Reporting mechanizms E 5 22 326 7 327 5 282 0.68 5
208 REQ,. Con figuration Management E 5 21 311 & 2_BD & 351 0.6E 4
23EREQ. Data management L] 5 23 341 T 327 & 351 0.6 4
01BREQ. Automation =l T 25 370 B 37 & 351 067 3
0SB REQ,. Performance Measurement and Monitoring ] 7 25 370 E 374 5 351 057 3
128 REQ. Metrics and Reporting a9 T 25 370 E 374 & 351 0.67 3
156 REQ. Quality Assurance and Testing 2 T 25 370 B 374 & 351 0.67 3
14BREQ. Process o ptimization E & 22 326 T 327 & 351 0.65 2
16E REQ, COMMunic ations E & 22 326 T 327 & 351 065 F
13BREQ. Customer Feedback and Satisfaction g 5 23 341 B 374 5 351 062 1
176 REQ. Know ledge Management ] 5 23 341 E 374 & 351 062 1
11BREQ. Regulatory compliance E 5 21 311 7 327 & 351 0.62 1
056 REQL. Com tinwou s improvement ] & 24 356 E 374 7 405 061 1
22BREQ. Recognition E & 22 326 E 374 & 351 0.58 |
24EREQ. System Architecture E & e 326 E 374 & 351 0.58 1
26BREQ, Azile Resource Allacation (] & 22 326 E 374 & 351 0.58 1
O3B REQ. Rizk management ] 5 23 341 E 374 T 4 .05 0.58 1
DBBREQ.Sustainable practices ] 5 23 3A1 B 374 7 405 0.58 1
Totals 249 177 675 1o 214 100 171 100

Figure 4.10: Business Requirements groups prioritization matrix

Further, the groups of high-level requirements are prioritized by the relations to corresponding busi-
ness metrics defined earlier (Fig.4.13). Monitoring the metrics allows assessing the effectiveness of their
efforts in meeting these high-level requirements and, by extension, achieving business objectives. The
ranking of each requirement (vertical axis of the matrix) is based on the calculation of Weighted Score.
This parameter is defined using the criteria (horizontal axis of the matrix) that has “relative weight/im-
portance” for each requirement. The rating from 1 to 9 equals to less important to most important.
Each square of the matrix is assigned to the score (0, 1, 3, 9) according to the strength of relationship
(no, weak, moderate and strong). The Weighted Score is a sum of multiplying the importance rating
and relationship score of each element in the row.

4.3.2 T2.1 Define SOI functions

These requirements indicate the need for the SOI that has characteristics and functionalities similar to
or inherited functionalities of enterprise resource planning system, manufacturing execution system,
knowledge management system, information and data management systems, product life cycle man-
agement system or being interoperable and able to maintain communication with these systems. Some
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Figure 4.11: Business Requirements DSM matrix
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Figure 4.12: High-level Functional Requirements example for 01HFREQ Group

functionalities and characteristics are unique and do not relate to any of the aforementioned systems,
e.g. corresponding to business requirements groups “data analytics” or “asset management”. The norms
and regulations specify types of systems that answer to high-level requirements (Fig.3.2).

Corporate information systems associated with numerous business processes are poorly adapted
to continuous updating. That is why organizations increasingly turn to agile methodologies, prior-
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Figure 4.13: Rating of DT system requirements depending on metrics

itizing flexibility and responsiveness over rigid, monolithic systems [63]. Agile development allows
for continuous updates, responding promptly to evolving business needs. This contrasts with tradi-
tional corporate information systems, which often struggle with agility due to their complex structures
and lengthy development cycles. The shift towards agile methodologies reflects a recognition of the
need for adaptable systems in the dynamic landscape of modern business. In contrast, the DT system
components can be realized using strict standard notations for its models and cloud-based software-as-
a-service (SaaS) architecture to implement components as separate services, assuring multi-access for
users.

The high-level functional requirements are traced to or associated with specific generic DT require-
ments that encapsulate the broader capabilities required for the DT system and standardized in ISO
23247-2:2021 (Fig.4.14). This illustrates the transfer from high-level functional requirements to generic
DT requirements: 01HLREQ group composed of “01HFREQImplement a system to monitor and an-
alyze production downtime events”, “01HFREQDevelop automated alerts and notifications for down-
time incidents” and “01HFREQProvide real-time access to downtime data for analysis and decision-
making” are traced to “Optimization/control algorithms”, “Alerting and notifications”, “Real-time data
capture” respectively (Fig.4.14). Additionally, other quality characteristics (high-level non-functional
requirements) of DT system can be included from ISO/IEC 25010:2011(E). The characteristics related
to interoperability, quality of service, integration, interconnection, and communication among various
information and software systems are within the scope of the DT system. These aspects correlate to
principles of service-oriented architecture [116].

Based on the definitions of DT and generic high-level requirements, the SOI can be defined as DT
system for enterprise in production domain. However, such a complex SOI that represents attributes of
different business directions of a manufacturing company includes hierarchically another systems or
components on lower levels and needs a transition to them. Hence, the manufacturing domain-related,
application-neutral DT system requirements to functionalities can be synthesized based on standardized
DT entity-based framework from ISO 23247-2:2021 and domain-related business concept description,
outlined partially (Fig.4.14).

Based on the business analysis and related standards, the main functionalities of the DT system are
identified. At this stage, the project scope introduces the use case where and for what such a DT system
is implemented - e.g. hierarchically on work-centers level — corresponding to a production system.
Production system in manufacturing domain is a set of systems that are responsible for resources,
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Figure 4.14: DT system requirements (outlined partially)

information and product transformation in a specified period of time.

Based on the existing business process of the production system (Fig.4.1), it is possible to address
the preceding DT generic system requirements, to the simulation and analysis of various scenarios and
conditions as integral components of the potential business process for the DT system. The process
model for Production Planning Scenario (Fig.4.15). illustrates interactions between two services (in
lanes) of the DT system responsible for Inventory Management and Production Order Planning. These
interactions are bounded by the current state of the stock and decisions of the user (operator). These
activities within these lanes are incorporated under the supervision of a consolidated pool labelled “DT
system”. The DT pool serves to encapsulate the logic required for ensuring the seamless operation of
other associated pools and to manage the orchestration and correlation between lanes and their sub-
processes.

While the DT encompasses multiple roles, it is symbolized by a single pool, streamlining the repre-
sentation of the intricate relationships and processes involved. At this point, the set of assets important
to the DT system is defined: Facility, User, Production System (based on its hierarchy: production line,
units, machines and equipment), production process, production order structure and inventory. Fur-
ther, the specified information of each asset will be represented logically as blocks or classes and their
attributes and operations based on DT system functional requirements.

4.3.3 T2.2 Define system functions/capabilities

To closely adopt the required standardized functionalities of DT system, the source of virtual represen-
tation is described through the current state of its automation control system functions and capabilities
(Tab.4.1). It is intended that the capabilities, physical description and parameters of the equipment be
available from the manufacturer via their AASs. The focus on the capability checking in capability-
based engineering [117] serves to translate functional requirements of business process to the capabil-
ities with descriptions of business process functions. This helps to construct specifications for archi-
tecture model. The high-level capability “Inventory Management and Material Tracking” (“Inventory
Management”, Fig.4.1) encompasses sub-capabilities such as “Real-time Inventory Monitoring”, “Stock
Replenishment” and “Dynamic Order Prioritization” each of which can be further decomposed.
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Ne | Production control system | Production system element Function Capability Status for control system
(system/subsystem/person)
1. Post 7 Production Line, Selection of product Real-time product -
Interactive monitor selection and configuration
2. Post 2 Control system Product design Product design -
station 1 and specification management
3. Post 2 Control system Production planning Production scheduling and control -
station 1 and control
4. Post 1-7 Control system Production process Manufacturing process execution -
station 1 and control
5. Post 4 Operator Material management Inventory management Non-existent
and material tracking
6. Post 1-7 Operator Manufacturing management Overall manufacturing -
Process management
7. Post 1-7 Operator Machine maintenance Equipment maintenance -
and replacement scheduling and execution
8. Post 6 Operator Forecasting (short-/long term) Material requirement planning Non-existent
e.g.material requirement and forecasting
planning
9. Post 1-7 Operator Facility planning Facility layout Non-existent
or reconfiguration optimization and reconfiguration
10. Post 4, Post 6 Operator Inventory control Inventory tracking Non-existent
and control
11. Post 1 Camera Product quality control Real-time product quality -
control and inspection
12. Post 5 Camera Control of disassembly operation Real-time control of -
disassembly operation
13. Post 3 Operator Quality control Quality inspection and assurance -
14. Post 2 Operator Demand behaviour Demand forecasting and analysis Non-existent
15. Post 1-7 Production line Scheduling Reactive scheduling in response to disruptions Non-existent
16. Post 1-7 Production order Monitoring Real-time tracking work-in-progress Non-existent
17. Post 6 Control system Scheduling execution Perform rescheduling operations Non-existent
station 6
18. Post 6 Control system Monitoring Real-time monitoring for machine response Non-existent
station 6
19. Post 1-7 Operator Communication Coordination of changes Non-existent

in production order scheduling

Table 4.1: Production system functions and capabilities
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Figure 4.15: BPMN model for DT system for rescheduling scenario

For example, the composed capability for business process “Production Order Planning” can be
“Generate Production Order” which is achieved by a composition of other capabilities. This capability
is realized by a combination of “Receive Inventory Status”, “Evaluate Stock Levels”,
of the Assembly Station”, “Apply Logic for Prioritizing Orders”, “Sequence Production Order”,
Order” and “Notify Operator” capabilities.

The DT system needs to represent and integrate and be interoperable with the existing production
system. Knowing their constraints related to functions and capabilities helps to define interfaces and
ensure compatibility. Moreover, the DT system can replace missing functionalities and improve overall
performance of the existing production system.

» «

Assess the Capacity
”, “Generate

4.3.4 T3 Define system type on work-centers level

In general, in a System of Systems (SoS), each constituent system is considered a SOI in its own right.
The SoS, as a whole, is also an SOI, comprising elements that are themselves systems. These constituent
systems work together to achieve tasks that none of them can accomplish independently. Based on 3
key SoS characteristics [41] (managerial and operational independence of the constituent systems, type
of governance relationships between the constituent systems and SoS, emergence (the unanticipated
effects at the SoS level attributed to the complex interaction dynamics of the constituent systems)) and
the typology of SoS system, the SOI can be defined. In collaborative SoS which lack SoS authorities,
application of SE depends on cooperation among the constituent systems [118]. The SOI (DT system)
type can be defined as collaborative whose component systems interact voluntarily to fulfill agreed
upon purposes and collectively decide how to interoperate, enforcing and maintaining standards.

Concerning managerial and operational independence between DT system and its physical asset,
several governance models can be considered to balance autonomy with coordination.
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First, the organization interested in enhancing their business and production process (§4.3.2) need to
analyze governance mechanisms of the constituent systems as well as functionalities of existing assets
and OMEs forming them. Separate structure of two systems are managed by different groups of stake-
holders focusing on its own area of expertise and roles. This separation allows each stakeholder group
to maintain autonomy in decision-making while coordinating efforts through predefined mechanisms.

Next, as defined in §1.1, the DT system can operate independently for a specific use based on data
from the physical asset, providing insights and recommendations without direct intervention from the
physical asset team. In this governance model, stakeholders such as data analysts and IT specialists pri-
marily interact with the DT system, while operations managers focus on the physical asset. Conversely,
the physical asset can continue its operations based on its established protocols and workflows. How-
ever, while maintaining some level of operational independence, the integration between them allows
the DT system to directly influence the physical asset through automated control loops or real-time
adjustments. For instance, the DT system can make real-time adjustments to the physical asset opera-
tions based on specific algorithms and predictive analytics, with stakeholders overseeing and ensuring
these adjustments align with overall production goals.

Lastly, the DT system capabilities need to be defined based on a specific application. To trace
use-case specific DT SoS capabilities and requirements, the agnostic capabilities definition framework
(§1.1.3, Fig.1.6) can be used. The following DT SoS capability categories are identified for the case study
using business and stakeholders’ requirements (Fig.4.16). This collaborative effort ensures that the DT
system meets the needs of all involved parties, facilitating better integration and functionality.

SPS-DT Order Rescheduling Use Case
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Figure 4.16: DT capabilities for case study

The production system §4.1 is the flexible production line with the identified capabilities of control
system (Tab.4.1). This production line is composed of systems, subsystems and other components.
Hence, the digitalized assets constitute integral components of the production line. To define these
assets, DT system end user needs must be considered. In the proposed business process model, the
operator of the production line is considered by DT system as main decision maker. The following
reasons impose the choice of station 6 as main place for the DT application.

Firstly, from hierarchical perspective, the station 6 is equipped with a CPS — an industrial robot that
can be a subsystem of a CPPS of the production system — production line. At the same time the station
6 is a production unit that itself can be classified as a production system. This hierarchical structure
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Figure 4.17: SPS-DT SoS mapping

embodies a systems-of-systems vision, where the production line represents the system of systems
level, the production unit represents the system level, the industrial robot stands as a subsystem, devices
and sensors constitute the component level. Despite both the production unit (e.g., station 6) and the
production system (e.g., production line) falling under the work centers layer of RAMI 4.0, they vary in
functions and processes based on their association with either repetitive or discrete production.

Furthermore, the assessment of capabilities of the production line, Table4.1 highlights that the sta-
tions 4 and 6, equipped with intelligent assets like industrial robots, are not fully leveraging their func-
tionalities. To meet previous business requirements, these stations functionalities can be used by DT
to enhance production processes, making the production process more agile and adaptable to the real
environment, ultimately improving decision-making for the operator of the line.

Lastly, special attention is directed towards the production activity of assembling on station 6, the
functioning of which significantly impacts the lead time, quality, and related metrics of product produc-
tion. This stage holds importance in mitigating errors and preventing delays in the overall production
process.

The physical environment, represented by the SPS at various hierarchical levels of RAMI 4.0 as
described in §1.2.3, and the digital environment, represented by the DT system, together form a collab-
orative SoS. This collaborative SoS operates through a mechanism that relies on a hierarchical structure,
central control, central data management, and a high degree of trust. The architecture of this SoS is
characterized by collective interdependent systems, achieving composability through methods of self-
organization. This allows for efficient integration and operation of both physical and digital compo-
nents, ensuring seamless coordination and enhanced overall performance. Consequently, mapping the
SPS-DT project elements (Fig.4.17) to the structure with horizontal and vertical integration on SoS and
subsequent levels is based on example from [119].

The relationships between a SOI and a production system with its own hierarchy can vary based
on several factors, such as the organizational structure, level of integration, and degree of autonomy
of the systems involved. Based on proposed framework (see §3 and §4.3.3), the potential relationship
type between them can be defined as hybrid, combined of collaborative and hierarchical governance.
In the first, the DT system and the production system operate under a collaborative framework with
shared responsibilities and joint decision-making aiming to meet specific objectives and performance
metrics. In the second, the DT system functionalities are integrated within the production system
hierarchy, following the existing top-down control and management structure. Apart from traditional
SE approach, some methodologies exist to form SoS, e.g. [118], [120] or [121].
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4.3.5 T3.1 Define SOI user requirements

The intended application of DT system on both work centers and station levels needs to be articulated by
end user requirements. The user requirements are collected based on questionnaires for the operator
of the production line (Fig.4.18). They are closely tied to the user experience when interacting with
the SOI. Additionally, the identified needs align to DT system requirements defined to encapsulate the
perspective on project success (Fig.4.19). It is important to note that not all DT system requirements can
be traced back to user requirements. Other DT requirements arise from technical constraints, regulatory
standards, or high-level requirements that are essential for system but are not explicitly articulated by
end user.
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Figure 4.19: User requirements to DT system requirements

4.3.6 T4 Trace DT SoS (non-)/functional requirements

To transit from generic DT system requirements (Fig.4.14) to use case specific the high-level non-
functional requirements representing generic DT system characteristics should be taken into account
(Fig.4.20).
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Figure 4.20: DT functional requirements on SoS level

The diagram traces the required functionalities of SOI to answer the business and use case specific
requirements (Fig.4.21).
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Figure 4.21: DT functional requirements on system level

To effectively meet these requirements, the functional requirements must be decomposed into atomic
requirements that are relevant to the specific systems, subsystems, and components involved. This de-
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Figure 4.22: DT functional requirements on subsystem level
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Figure 4.23: DT functional requirements on components level

composition ensures that each element within the System of Systems (SoS) can perform its intended
function independently while contributing to the overall capabilities of the SoS. The functional re-
quirements for subsystems (Fig.4.22) are derived from the system-level requirements. These subsystem
requirements specify the necessary interactions and capabilities at a more granular level, ensuring that
each subsystem can fulfill its role within the larger system architecture. Similarly, the functional re-
quirements for components (Fig.4.23) are derived from the subsystem requirements. These component-
level requirements detail the precise functionalities and interfaces needed for each individual compo-
nent to operate correctly within its subsystem. Nevertheless, they are technology neutral and do not
constrain the choice for the developer.

By systematically breaking down the requirements from the SoS level to the component level, the
DT system ensures that each part is aligned with the overall objectives and can independently and
effectively contribute to the system performance. This structured approach facilitates the integration of
both physical and digital components, leading to enhanced coordination, performance, and adaptability
in real-world applications.
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4.3.7 T5 Define DT SoS interaction elements

From traced use case specific DT system of system requirements, the system boundary can be realized
based on key elements: the external services (off-the-shelf (OTS) components), internal services acting
as APIs (application programming interfaces and logic units), data storages and their user(s) (Fig.4.24).
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Figure 4.24: DT system adopted from https://www.iese.fraunhofer.de/blog/
asset-administration-shell-process-industry/ [86]

The DT system user in the role of the “Operator” accesses the assets’ information via frontend ap-
plication “Consumer”. The frontend application uses the specific API application (in the main scenario:
“Decision Manager”, “Monitoring” and “Inventory Management”) to access data from the database
“Graph DB”.

The PLC software supplies real-time information regarding the current status and configuration of
the production system to the DT system. This empowers the operator to review and make adjustments
to the current production system status. The data set received by the Configuration Producer is in-
terpreted and prepared for further processing. The Configuration Consumer then processes the data,
comparing it with the previous configuration and subscribing to the OTS service "Broker" to further
process emitted data.

The Configuration Consumer’s role involves recognizing the current configuration, extracting con-
figuration changes in textual form, and writing these changes to a Git Repository. Additionally, both
the current configuration and the pre-processed data are stored in a time series database labelled "Time-
series DB 1" and a graph database. The pre-processed data, in the form of change events, is passed to a
data broker, which accepts push events and emits data for consumption by any subscribing component.

The database “Timeseries DB 1” serves as a chronological history that can be accessed for the as-
sessment or reuse of previous configurations. Simultaneously, the current configuration is consistently
stored in the graph database (Graph DB). The Graph DB is connected to an OPC server, enabling it to
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interact with data from sensors and actuators within a network, forming the productive data actively
utilized in operations.

The Decision Manager serves as a rule engine to govern the applications. Apart from scenario
specific rules, it contains a set of shared standardized rules that answers to high-level non-functional
requirements related to metadata, data security and regulatory compliance assessment. The main sce-
nario concerns the logic of use cases “Inventory Management” and “Monitoring”.

Finally, the service “Broker” is a collection of components (AAS Server, AAS registry and AAS GUI
(graphic user interface), Databridge, Control Component, Group Component) from project “Basic Sys-
tem Industrie 4.0” (BaSys 4.0) [122] serving as the infrastructure for managing AASs. The Configuration
Consumer and Configuration Producer are roles of a Databridge Component — a Virtual Automation
Bus for end-to-end communication network between control device layer and field device layer [109],
[123]. The Control Component can directly connect to the asset’s process via an Input/Output (I0)
interface. The Group Component serve to orchestrate Group Components via the provided network
interface. As the Decision Manager and other applications retrieve the current status from the Graph
DB, the AAS repository furnishes the relevant values for AAS endpoints to the API applications. Con-
sequently, the information presented to the operator is directly sourced from the AAS repository.

The DT system solution architecture based on [124] and AASs for a standardized data model should
provide a view for system’s context, components and code including operations, data sources and con-
figuration files.

The further development of use cases will focus on station 6. Specifically, the decisions taken con-
cerning the monitoring, the job rescheduling on this station and/or the material stock re-completion
(inventory management) in case of jeton lack. The insights of important assets for the DT system of
the station 6 are provided by its components:

« “an industrial robot that takes jetons from a stock and put them on the pallet at the right place
(according to the sequence chosen by the operator)”

+ “PLC of the robot”.

« “Modbus”.

« “a conveyor local to the station”.
+ “PLC of the station”.

. “several actuators: Activator of the solenoid of row 1; Activator of the solenoid of row 2; Activator
of the solenoid of row 3”.

« “several sensors: Presence sensor (of the pallet) at the entrance to the station; First presence
sensor (of the pallet) at the station (Used to correctly position the pallet at the station); Second
presence sensor (of the pallet) at the station (Used to index the pallet to the station); Presence
sensor (of the pallet) at the station exit; Presence sensor (of the pallet) direct line; Substation
saturation sensor; Capt-pre-jeton-1 = 1 — There is no jeton detected on line 1; Capt-pre-jeton-2
= 1 — There is no jeton detected on line 2; Capt-pre-jeton-3 = 1 — There is no jeton detected on
line 3”.

The orchestration on the SoS level is possible via the orchestration model[86] representing logical
topology of the focal asset — the production system. The topology of the production system includes
devices, their services and transportations. The production system consists of focal production posts
(machines, equipment, sensors, etc.) with their services (activities and operations in the production
process), as well as their transportation capacity and delays for material flow and the product. The assets
performance evaluation predefined by metrics, see §4.2.5 can be executed using the design principle of
the logical models for “On-The-Fly Product Change” case study [86].
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4.3.8 T5.1 Define system behavior

When the production order is confirmed by the operator on the station 7, the DT is initiated by reading
the data and monitoring the state of entire line. DT monitors inventory to verify if there is enough
resources to produce the current order and controls the production on station 6 through main scenario.

The main scenario concerns stations 2, station 6, station 7 and assembly phase of production pro-
cess, including several use cases that satisfy functional requirements verified by traceability matrix
“functional req/use case”. Scenario outline with key events, actions, and interactions:

1. The initialization of DT system synchronously with the control system start.
2. The operator defines a production order and launches production via HMI of the control system.

3. The DT verifies existing stock information available from a specific period. The DT system ac-
cesses historical data to ensure accurate stock levels.

4. The DT system reads the production order. The DT system compares the production order details
with the verified stock information and thresholds. It identifies any discrepancies or shortages in
the required materials for the specified production run.

5. In case of material shortages, the DT notify the operator to replenish the stock and dynamically
adjusts the production order to direct line.

6. While listening the sensors of stock, DT verify the threshold and confirm the order for production.

7. During the production process DT monitors the status of production order and product to inform
operator. The adjustments aim to optimize production efficiency and related metrics, as well as
to meet the order requirements.

8. The DT system communicates the adjusted production order to the control system through seam-
less integration. This communication ensures that the control system is aware of any changes in
the production order done by DT after the operator accepts them.

9. The DT system continuously monitors the production line in real-time. It collects data on KPIs,
including production cycle times, throughput, equipment utilization rates, and quality metrics.
This real-time monitoring allows the system to identify any deviations from the expected pro-
duction performance.

10. The DT system updates the inventory management service with real-time data on material con-
sumption and finished goods. This integration ensures that inventory records are accurate and
up-to-date, facilitating future production planning and order fulfilment.

11. The DT system provides a user-friendly interface for the operator. The interface displays rele-
vant information, alerts, and production progress to make informed decisions and intervene if
necessary.

12. The DT system generates alerts for upcoming maintenance needs based on equipment usage and
performance data according to manufacturer’s requirements.

The tests of DT include the following derivatives of the main scenario (Fig.4.25).
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Figure 4.25: Orchestration model of DT for SPS

The scenario 1 (Fig.4.26) "success" concerns the monitoring of stock and availability of station 6:

1. DT monitors the stock and availability of production station 6 to be able to launch production.

2. Operator defines the production order on station 7.

3. DT reads the type of product and its quantity and change the status of production order to "com-

posed" on station 2.

4. DT verifies stock threshold for current production order and set its status to "confirmed".

5. The production order is sent for assembly from station 2 to station 6.

6. DT changes the status of production order to "in production" at the entry of station 6.

7. When the production order is assembled, DT sets the status to "produced" at the exit of the station

6.

8. The production process continues as defined in the control system with the quality control on

station 1.
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Figure 4.26: Process model for scenario 1
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Scenario 2 (Fig.4.27): Starts to exist when the stock is not available for production order after step
3 of scenario "success".

4. DT verifies stock threshold for production order and defines it as not available.
5. DT notifies the operator to replenish the stock.
6. DT suggests the operator to put the production order on waiting or cancel it.

7. When operator confirms to put on waiting the production order, DT analyze it according to a
stock threshold as in the scenario 1 from step 4.

8. When operator cancels order, DT is waiting for a new production order as in the scenario 1 step
1. If the operator is notified to replenish the stock, but the time of replenishment is longer than
1 min, the DT cancels production order.
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Figure 4.27: Process model for scenario 2

Scenario 3 (Fig.4.28): Starts to exist if only several items in current production order can be produced
with available stock after step 3 of scenario "success".

4. DT verifies stock threshold for production order and declares it as available for identified quantity
of items.

5. DT notifies the operator to replenish the stock.
6. DT confirms production order and sends available quantity for assembly station 6.
7. DT send the rest of items to the direct line.

8. DT propose an alternative to the operator to cancel order or to put on waiting until the stock is
available. Additionally, if waiting time for stock replenishment is more than 1 minute, DT cancels
order.
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Figure 4.28: Process model for scenario 3

SCENARIO 3

4.3.9 T6 Define system type on Station level

In the existing production process of the line, one of the operations, "assembly" on station 6, is composed
of subsequent activities represented as sequential function chart(SFC) diagrams at the entry (Fig.4.29),
at the post (Fig.4.30), and at the exit (Fig.4.31) of the station. For example, the initial stakeholders’ need
"to manage orders depending on the availability of stock" is required by the operator, because the existing
algorithm does not include this possibility.
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Figure 4.29: Station 6 - activity at the entry

4.3.10 T6.1 Trace DT system (non-)/functional requirements

Today, the service-based production approach decouples the implementation of services provided by
PLCs from service orchestration, e.g. [86]. This approach can be realized in service-based manufac-
turing, which is not the actual state of our case study. Because the specificity of production process
and the construction of flexible production line does not allow changing the sequence of operations
in order to achieve a finished product. Nevertheless, the process allows interrupting the operation or
cancel it. In our model (Fig.4.33), we have chosen to rely upon a service-based production approach for
decoupling the implementation of services provided by PLCs from service orchestration using existing
control system algorithms and OPC servers of PLCs. Orchestration of OPC servers of PLCs necessitates
a defined interface enabling the activation and monitoring of services. Given that PLC services can be
concurrent and long-running, we have opted to employ asynchronous call semantics at this layer. The
OPC client interface defines properties that facilitate control and monitoring of key variables required
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Figure 4.31: Station 6 - activity at the exit

for the upper layer. The model and lower layers do not include functionalities for controlling and mon-
itoring OPC client operations via services like the ’Control component submodels in the BaSyx 14.0
project, but we utilize traditional programming environment capabilities for monitoring operations
such as readiness, execution status, completion, and error indications in this prototype. We plan to use
a semantics in the project however, this functionality is not prior to be implemented because the defi-
nition of a generic semantic capability model that covers all possible services is difficult. Therefore, we
use standardized definitions of parameters semantics and configurations embedded in BaSyx project.
In addition to a client interface for invoking a service, service orchestrators need to know about the
capabilities of a service. For example, a service can be defined by its service capabilities D, associated
cost Cyery, achievable quality (ge,, the control component interface for invoking the service /g, and
the service name name that must be given as operation mode [86]:
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Figure 4.32: The model adopted from [86]: DT system elements

Serv = (Dcap7 Cserv: QSe'rw Iserva name)

Here, D, represents the service capabilities, C.,, denotes the associated cost, () g, describes the
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Figure 4.33: The DT system with contained data

achievable quality, /., specifies the interface for invoking the service, and name identifies the service
operation mode.

In our model, we propose to define a service based on its service capabilities D, relative weights
to the project (relative cost C.,.,, relative risk (technical or other) R, priority Prg.., ), interface for
invoking the service /.., and the service name name for the operation mode:
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Figure 4.34: The model adopted from [86]: b: DT subsystem elements

Serv = (Dcapv Cserm Rserm PTSGTU? Iserw name)

Regarding the semantics of software components in the environment, it is possible to use a straight-
forward approach [86] for the implementation of a semantic description of offered services (Fig.4.32):
Tags (e.g. Strings) describe the services and identify them by names or simply not use it until the use
of unique identifiers is sufficient because the quantity of services is not substantial and as long as the
amount of information for the service is convenient for processing by the developer. This is the case
for our model, which does not include the ""Tag"" block because services use unique identifiers from
AASs and submodels. Nevertheless, further, the explanation of models for services includes tags that
are substituted with unique identifiers for simplicity in the programming environment.

Additionally, the implementation of non-functional requirements to service descriptions to address
additional service constraints is required. In the scenario 2, 3, the function of cancelling order becomes
active. Boolean logic enables the establishment of semantic relationships between tags and require-
ments. Requirements describe constraints imposed by service providers. For example, consider a ser-
vice related to stock replenishment where the condition is: if the time required for the operator to
confirm stock replenishment exceeds 1 minute, the production order will be canceled. This condition
can be expressed using tags as follows:

stock_replenishment = {(confirmation_time > 1 minute)}

Here, the tag "stock_replenishment" specifies that the service is contingent upon the confirmation
time by the operator not exceeding 1 minute. This ensures that timely confirmation is crucial for main-
taining production order continuity.
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Service definitions within the related AAS and submodels may include multiple conditions for each
provided service.

In our model, production order consists of a set of products to be manufactured (type Pp and
quantity Qprod, PCThax indicating the maximum allowable production cycle time, a deadline expec-
tation, and quality requirements. Products are characterized by a sequence of manufacturing tasks
sequencep,d, and associated cost Cjq that define deadlines cgq and monetary cost cponey-

order = ({product,, ..., product,}, PCT ax, Qprod: Cprod)

product = (sequenceprod, Pp)

CVprod = (Cd17 Cmoney)

The product type Ppp defines a tag that identify products regarding nomenclature (i.e. sequence
of operations and sequence of manufacturing tasks). Consequently, the recipe should also identify
requested services by tags and define required product properties and quality requirements. Product
properties and quality requirements are specific to the service and define, for example, the required
quantity of jetons of specific colour and accuracy when filling the pallet. We use BPMN orchestration
model to define scenarios, where each BPMN node details one needed skill in combination with product
and quality parameters.

In order to keep the order independent of the production line topology (Fig.4.34), it must only in-
clude transforming services and no supporting services. A transforming service is a service that changes
the workpiece itself, e.g., assembling the pallet, inventory management service and station occupancy
service. In contrast, a supporting service does not change the workpiece, but instead performs an action
that is necessary to enable transforming services in their execution. The most prominent example of a
supportive service is a transporting service. Another example is a change of operation sequence in the
tag of the pallet itself. These supportive services are not included in the BPMN since the need for them
depends on the production line setup (control system algorithm) on which the BPMN is instantiated.
Thus, the orchestration step described in §4.3.7 and does not insert them.

The resulted metrics (§4.2.5) is shown in execution plan via the conditions for main elements of the
production system :

In evaluating the performance metrics using the DT system, several key parameters are crucial for
maintaining operational efficiency and meeting production goals. The production line metrics include
Dax for maximum downtime, Sy. for maximum stockout duration, 7}, for minimum inventory
turnover, and 1" P, for minimum throughput rate. These metrics are evaluated as follows in growing
order of priority:

Dy .x = Measured downtime

Downtime is measured as the total duration during which production activities are halted due to main-
tenance or equipment failure. If D, is exceeded, corrective actions such as implementing preventive
maintenance schedules or upgrading equipment are necessary.

Total time of stockout

" Total production time

Stockout duration is calculated as a percentage of total production time. Monitoring and reducing Syax
involves optimizing inventory levels and improving stock replenishment to minimize interruptions in
production.

Cost of Goods Sold

IThin =
Average Inventory
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Inventory turnover is computed by dividing the cost of goods sold by the average inventory level. If
1T, is not met, adjustments in inventory management practices such as setting optimal reorder points
and reducing excess stock are necessary.

Total Units Produced

TPmin = N X
Total Production Time

Throughput rate measures the production output over a specified period. Increasing 1'P,,;, involves
streamlining production processes, optimizing resource allocation, and minimizing bottlenecks to en-
hance overall efficiency.

Similarly, the main elements for Station 6 represent the structure of submodels features (Fig.4.34),
the manual mapping of variables from control system to functions parameters in relevant services need
to be done. However, using the tag-based capability model in the initially adopted model, this process
can be accomplished automatically using full functionalities of Eclipse BaSyx framework.

The application of the proposed framework allowed to conceptualize and model main DT system
elements, allowing further the smooth transition to implementation. Particularly, the adoption of the
following approaches allowed the implementation. Firstly, the methodological process of MBSSE ap-
plication to system development, the 14.0 service-orientation and consequently, the paradigm of smart
manufacturing allowing to rely upon service-based production approach. The latter effectively sepa-
rates the PLC service implementation from orchestration of functional services that satisfy business
requirements. The proposed framework strategy is aligned with the context and objectives on different
levels: strategic with business context, tactical with existing production system context and operational
with its control system algorithms and OPC servers to streamline production operations service, acti-
vation and monitoring. Leveraging BPMN for orchestration ensures modeling of functional services of
DT system mapping missing and existing manufacturing sequences and operations to extend existing
and include required capabilities, prioritizing transformative services to maintain operational indepen-
dence during execution of scenarios. The integration of semantic descriptions and standardized service
definitions can enhance interoperability and automation, supported by verified frameworks e.g. Eclipse
BaSyx. Finally, practical implementation focuses on the continuous monitoring of critical metrics such
as downtime, stockout duration, inventory turnover, throughput and production cycle time, thereby
optimizing production processes and resource utilization to achieve enhanced production efficiency
and adaptability in dynamic manufacturing environments.

4.3.11 T7 Define DT system use case

While the production line use case focuses on the overall process and flow of the production line,
ensuring that the DT system effectively monitors and controls various stations and the flow of materials
and products through the entire production line including possible configurations of them, the use case
for the production unit (i.e. on station level) focuses on specific stations and their roles in the production
process, detailing the interactions and actions at a micro level to ensure each unit operates efficiently
(Fig.4.35).

For example, the use case "Inventory Management" concerns only the stock on assembly station 6
(Fig.4.36). The main scenario is "Inventory Management" detecting stock shortages. Event: DT verifies
stock threshold and identifies shortages. Action: DT notifies operator for stock replenishment and
suggests actions (waiting or canceling order). Additionally, in "Monitoring" and "Production order
management” (Fig.4.37), DT suggests waiting or canceling order depending on stock availability and
in "Notification" it notifies operator for replenishment and confirms operator’s choice while proposing
alternative actions for remaining items.
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Figure 4.35: DT system use case diagram on station level
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readStock Z:replenishStnck.::

Figure 4.36: Use case model "Inventory management"

4.3.12 T7.1 Define DT components

The development of code components in this thesis project was undertaken by an external developer
as part of an internship, which forms the basis of this section.

As the DataBridge component in version 1 of the Eclipse BaSyx Java SDK does not support full
exchange of information between server and client and only allows reading and writing data based on
MQTT and partially on OPC-UA, it has been decided to create OPC-UA clients to ensure data writing
on the OPC-UA server. For use cases that ensure communication between the physical asset and the
DT environment, the OPC-UA clients (Fig.4.38) and their configuration (Fig.4.39) are required.

The AASs representing physical assets within the DT system require proper management. The
BaSyx AAS infrastructure, encompassing the server, registry, and GUI, supports various HTTP meth-
ods, including PUT, POST, GET, and DELETE. For inventory management (Fig.4.40) the following
classes (SendStock, UpdateStock, ReplenishStock) are responsible in querying related AASs using their
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Figure 4.37: Use case model "Monitoring"
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Figure 4.38: Model of OPC clients for stations 1, 6 and 7 of the production line

unique identifiers and writing values that required by the system and launched by Main class at the
same time.

For production order management (Fig.4.41) the following classes (ConfirmOrder, CancelOrder,
ChangeStatus) is used. For rescheduling and monitoring, classes (CancelOrder1, ChangeLine) alongside
with classes for production order and inventory management.

For orchestration and automation of business processes across different APIs of the DT system, the
BPM Camunda Modeler functionalities are utilized. First, the scenarios implemented in a BPMN model
are integrated with the process orchestrator, including the behavior of events (messages) required for
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Figure 4.39: Configuration model of OPC clients for stations of the production line
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Figure 4.40: BaSyx infrastructure for Inventory Management
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Figure 4.41: BaSyx infrastructure for Production Order Management

dass workflow
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SendMessage
+  main(String): void
+ execute(DelegateExecution): void
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- rabbitTemplate: RabbitTemplate

+ sendMessage(Map<String, Object=}: void

Figure 4.42: RabbitMQ-based communication between Camunda and BaSyx

communication between processes. The communication between BaSyx services is established using
the RabbitMQ message broker (Fig.4.42). To initialize the communication, an HTTP request is sent from
Camunda at the beginning of each session.

In Camunda BPM, a crucial decision for implementing service tasks is whether to use a "Java Class"
or a "Delegate Expression." The latter is used for defining service tasks (Fig.4.43). This choice signifi-
cantly affects how the delegate instances are managed and utilized within the workflow. The main ad-
vantage of delegate expressions is the flexibility they offer in managing and configuring the delegates.
By using delegate expressions, Spring’s dependency injection can be utilized to manage dependencies
effectively.

Delegate expressions allow the separation of process logic from instantiation and configuration
logic, adhering to better software design principles. This separation is particularly useful in complex
applications where services need to be highly configurable and maintainable. It results in more modular
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Figure 4.43: Camunda orchestrator
and testable code, as it is possible to inject mock dependencies during testing.

4.3.13 T7.2 Define system behaviour

Sequence diagrams (Fig.4.44 and Fig.4.45) illustrate the interactions between user, PLC software (OPC-
UA servers for stations) and DT system. For use case "Order monitoring" user receives information
using BaSyx AAS GUI and consults only AASs for production orders, their status and information
regarding product type and quantity. All information updates regarding those parameters are done
automatically and internally by DT functionalities. For use case "Rescheduling,’ the DT system requires
various confirmations, such as order changes or cancellations. Additionally, after notifying the user
about the available stock or lack thereof for a specific type of jetons, the system asks confirmation
regarding replenishment.

4.3.14 T7.3 Define components parameters

For data model representation the AAS model and related .aasx format is used. The AASs required
for representing assets include (Fig.4.46): the AAS for production units, production order, stock and
sensors tracking the pallets. The structure of production unit including entry, exit and post elements is
represented by submodels. As shown on Fig.4.47, the AAS "Jetons" for stock has submodels for quantity
of jetons of different type as well as total amount of jetons. The AASs "Post6" and "Post1" are aimed
to provide information from sensors and actuators to manage production process based on defined use
cases.

On the Fig.4.48, the AAS "Order" exists but is empty, that is because it is created automatically
based on the order details validated by operator in real-time and assigned by the system current sta-
tus as submodel with parameter "Statut" and possible values ("composed", "confirmed", "in production”,
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Figure 4.45: Interaction for use case "Rescheduling”

"non "non

"produced”, "cancelled", "waiting"). The AAS "Post7" contains parameters of production order and its
management (validation "THM Valider", re initialization"MPP P6" and cancellation"MPP P1") from con-
trol system.
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4.3.15 T7.4 Define software components

The traceability matrix (Fig.4.49) shows the functionalities and corresponding components for DT sys-
tem that are satisfied by BaSyx project. The complete matrix is available on Fig.B.3 and Fig.B.4. In pink
highlighted missing relationships because those are components satisfied by high-level requirements
or functional requirements related to BPMN orchestration (Figures B.5,B.6 and B.7).
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Figure 4.49: Excerpt of traceability matrix for DT system components

4.4 Conclusion

In Chapter 4, we applied the proposed framework to verify and identify key elements (S1 to S7), pri-
oritizing critical factors for the DT system development project (e.g. stakeholders, stakeholder needs,
requirements, functionalities, etc.) to maximize the impact of the development process while optimiz-
ing project time, budget, and workforce. Regular reviews and updates ensure continued alignment with
project goals and business objectives. The framework flexibility was demonstrated through a pedagog-
ical automated assembly line, highlighting its adaptability across diverse scenarios. Additionally, the
BaSyx infrastructure integration with Camunda BPM and RabbitMQ facilitated automation and real-
time interaction with physical assets, illustrated by use cases like Monitoring, Order Management and
Rescheduling. The traceability matrices further emphasized the alignment between system functional-
ities and requirements. In the next chapter, the focus shifts to demonstrating a cloud-based DT system
prototype, utilizing modern technologies for scalable and adaptable service orchestration.
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Chapter 5

Application on case study: implementation
phase

Overview: Chapter 5 details the development of a software prototype that demonstrates the
practical application of a service-oriented architecture for a cloud-based DT system. The system
is distributed as a containerized solution for end users, featuring multiple specialized services
such as Order Management, Inventory Management, Rescheduling, Metrics Analysis, Notifi-
cation, and DT Auditor. Each service manages specific functions, including production order
coordination, real-time inventory tracking, schedule optimization, KPI monitoring, and sys-
tem alerts. The prototype leverages modern technologies like Spring Boot, Docker, MongoDB
and Camunda BPMN for orchestration, ensuring efficient process management. Additionally,
Eclipse BaSyx middleware facilitates seamless communication between the virtual DT system
and physical components (e.g., PLC M251s), enhancing the system scalability and adaptability
in dynamic production environments.

A service-oriented architecture is implemented for a cloud-based DT system, distributed as a con-
tainerized solution for the end user. The system consists of multiple services (Tab.5.1), each responsible
for a specific function or set of functions related to production order and inventory monitoring, man-
agement and control.

Service Status Related functionality block
Order management Deployed Mongo DB
Inventory management | Deployed BaSyx V1 infrastructure
Rescheduling Deployed BaSyx V1 infrastructure
Metrics analysis Not deployed | BaSyx V1 infrastructure
Notification Deployed Camunda GUI
Orchestration Deployed Camunda BPMN
DT Auditor Not deployed Prometheus

Table 5.1: Implementation state of the prototype

1. Order Management Service: responsible for managing production orders. It receives requests
to read, create, update, or cancel production orders. The Order Management Service validates
orders, checks available stock levels, and schedules production accordingly. It exposes RESTful
endpoints for creating, updating, and canceling production orders. It utilizes Spring Data JPA for
interacting with the database. Integrated with Camunda to trigger BPMN processes, it coordi-
nates production activities and complex order management workflows, such as order validation,
stock checking, and production scheduling.
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2. Inventory Management Service: manages inventory data, including stock levels, pallets and
jetons availability. It maintains a real-time inventory database that is updated with every trans-
action. Use Spring Data JPA for database operations. It is integrated with Camunda to trigger
BPMN processes for inventory management workflows, such as stock replenishment and inven-
tory tracking. The Inventory Service provides exposed RESTful APIs for querying inventory
information and updating stock levels. It integrates with RFID readers and inventory tracking
system (3 sensors detecting presence of jetons in supply tubes) of the production line.

3. Rescheduling Service: is responsible for changing current production order based on demand
forecasts and available resources, and location tracking. It analyzes production orders, inven-
tory levels and production capacities to generate production schedules. It communicates with
the Order Management Service to prioritize production orders based on inventory availability.
Additionally, in communication with Metrics analysis service, it optimizes production schedules
to minimize production cycle time and lead times and maximize resource utilization (metrics, §
Ch.4).

4. Metrics analysis Service: is responsible for monitoring and analysis of important metrics de-
fined by business objectives and stakeholders. It calculates, monitors the KPIs of production pro-
cess and traces information for intelligent decision-making used by other services, e.g. Reschedul-
ing, Inventory Management and Production Order management.

5. Notification Service: handles notifications related to production orders and inventory status up-
dates. It sends alerts and notifications to the operator when inventory levels fall below thresholds
or production orders encounter issues. The Notification Service supports various communication
channels, such as email or push notifications. It integrates with monitoring and alerting tools to
proactively detect and respond to production and inventory issues.

6. Orchestration model: handles the workflow for scenarios by coordinating tasks and processes
with specifying the sequence of tasks, decisions, and events needed to complete a business pro-
cess.

7. DT Auditor Service: helps identify bottlenecks, optimize production processes, and improve
inventory management strategies. Integrated with Camunda to trigger BPMN processes to assure
functionalities for reporting and analytics workflows, such as data aggregation and visualization
generation to monitor KPIs and track trends over time concerning the DT system.

5.1 Overview of the technology stack chosen (technologies, pro-
gramming languages, and platforms used)

The following section outlines the key technologies employed in the development and deployment of
the software system, highlighting the frameworks, tools, and methodologies that were integral to its
functionality and integration.

+ Development Framework and Programming Language: The system is developed using the Spring
Boot framework for Java EE/SE, which provides a robust and scalable environment for building
enterprise-level applications.

« Containerization: Docker is employed for containerization, enabling the deployment of applica-
tions in a consistent environment across various platforms.

« Data Storage: The system utilizes both MongoDB and PostgreSQL for data storage, combining
the flexibility of NoSQL with the reliability of a relational database.
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« Orchestration: Camunda BPMN is used for orchestration, allowing for efficient process manage-
ment and automation. Additionally, a decision-making service is integrated, leveraging capabili-
ties within the AASs.

Figures illustrate how off-the-shelf components from the BaSys 4.0 V1 PaaS are selected (Fig.5.1),
configured (cf. configuration files, Appendix E) , and seamlessly integrated (using a TCP/IP connection
for OPC servers of 7 PLC M251s, Fig.D.1) into the SPS-DT framework.

[— nlicatione e & Monitorir j—Station, Work centers or Enterprise Level

Lookup

AAS Server Basyx Middleware

Component

Register . Interact

AAS Registry

AAS Web UI
Component

Sub Sub
model model

tol 2y
e =
1 EX
OPC Client
TCP/IP
Control Device or Field Device Level

OPC Sérver

Figure 5.1: Eclipse BaSyx middleware https://wiki.BaSyx.org/en/latest/content/
introduction/BaSyx_explained.html

5.2 Application on real life scenarios

In this section, the functionality and operation of the software prototype is discussed.

Firstly, to highlight the key features of the software as they function in the real environment the
descriptions of core functionalities and how they meet the needs of the users is given in §5. Fig.5.2 il-
lustrates launched applications in the run-time environment. The user interface for AAS infrastructure
from BaSyx 4.0 for notification regarding registered AASs in use cases "Production Order Management"
(Fig.F.1), "Inventory Management" (Fig.5.3) and "Rescheduling". Additionally, the user can consult in-
formation provided via AAS property "Status" for each product declared in current production order
(Fig.F.2). If user confirms change from - products to 4 according to available stock, the last 2 products
will wait for production circulating on the direct line (Fig.F.3).

Secondly, to discuss how users interact with the system the information about the user interface,
usability aspects, and any feedback from actual user is taken into account (Fig.5.4). The user need to
confirm if the current production order is going to be produced with available stock for 4 products or
put on waiting. If the user does not confirm the change, the production order will be canceled.
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Figure 5.2: Application view in run-time environment
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Figure 5.3: AAS for initial inventory

Thirdly, to address the system performance metrics in the real environment, such as speed, reliabil-
ity, and scalability illustration include some performance tests conducted in Prometheus, mentioned in
Tab.5.1 and detailed in §6.5. The Rabbit MQ communication between Camunda BPMN and BaSyx can
be analyzed from Rabbit MQ Management (Fig.5.5) showing time to send message between applications
and Prometheus metric "rabbit_total_published" (Fig.F.5) that is relevant for each session of DT system.
This metric counts the total number of messages published to RabbitMQ exchanges by the application.
RabbitMQ is a message broker, and this metric helps in tracking how many messages are being sent
through it. It can be an indicator of the message throughput in the system. A steady or increasing
count is normal in a functioning system, but unusual patterns (such as no messages being published
during active operation periods or an unexpected spike) might indicate issues in message production
or application behavior that needs investigation.
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Figure 5.5: Rabbit MQ communication for DT system

To tracks the total number of logging events that have been recorded by the Logback framework, a
popular logging framework for Java applications, the metric "logback_events_total" is used (Fig.F.6). It
is useful for monitoring the volume of log messages generated by an application over time. A sudden
spike in log events could indicate issues like frequent errors or warnings that may need investigation.
This metric can help in identifying patterns in logging, which might be tied to application performance
or operational issues.

The "process_cpu_usage" metric represents the proportion of CPU resources that the application
process is using (Fig.F.7). It is typically expressed as a fraction (between 0 and 1), where 1 indicates
100% CPU usage by the process. Monitoring CPU usage is crucial for understanding how much of the
available processing power is being consumed by an application. High CPU usage may indicate that the
application is under heavy load or that there are inefficiencies in the code. Conversely, very low CPU
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usage might suggest under utilization of resources or that the application is idling. This functionality
can be integrated into the system using the DT auditor and its AAS, which contains properties for
each metric. In the current state of the DT system, this functionality is available externally via the
Prometheus GUL

Building on the comprehensive view of the software prototype functionality, user interactions, and
performance metrics within a controlled environment, attention now shifts to its application in real-
world scenarios. This case study illustrate how the system performs under actual production conditions,
demonstrating its effectiveness in addressing real-world challenges.

Firstly, after the operator of the line launched application in Docker environment, the web page for
AAS GUI is available on http://localhost:4088 (Fig.5.6).
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Figure 5.6: Docker environment setup for application components

The application listen OPC servers using configuration that include relevant addresses and vari-
ables, e.g.the OPC UA expert environment illustrate those variables (Fig.F.4).

The list of registered AASs provide information about static and dynamic submodels, e.g. AAS for
current stock showing lack of red jetons (Fig.5.7).

If the DT system find stock and assembly post conditions appropriate for production of current
production order, then the status of each product in this AAS order show its state. Otherwise, if it
is not possible to produce entire order, the user is asked to change to produce available quantity of
products, as shown on Fig.5.8.

5.3 Conclusion

The prototype demonstrated in Chapter 5 enables the operator of the line to monitor the production
process, track the transformation of resources and production orders into the final product, and interact
with the system through its user interface. This interaction enhances existing control system function-
alities by allowing operators to confirm production decisions and adapt to real-time changes in the
production environment. This is particularly important when immediate adjustments are needed due
to changes in stock levels or production orders. By integrating this decision-making process within the
DT system, the prototype empowers the operator to optimize operations without manually intervening
in each step of the process.
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Figure 5.8: User notification to confirm change of production order

Furthermore, the prototype architecture supports rapid rescheduling based on real-time metrics
and dynamic changes in inventory levels, production station statuses (e.g., production post 6), and
production order statuses. This capability ensures that the system remains flexible and responsive to
fluctuating demands, and consequently is supposed to minimize downtime and enhance throughput.
However, it is important to note that this functionality is not fully developed and tested. The real-time
integration with metrics analysis, as described earlier, can offer a holistic view of system performance,
allowing operators to track KPIs such as production cycle time, lead time, and resource utilization. The
ability of the prototype to react promptly to issues, such as stock shortages, contributes to maintaining
production continuity and improving operational efficiency.

Another significant advantage lies in the proactive alerting functionality of the system, where no-
tifications related to inventory levels are automatically generated and communicated to the operator
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APPLICATION ON CASE STUDY: IMPLEMENTATION PHASE

through push notifications and user interface of Camunda Modeler. This ensures that critical issues
regarding inventory levels or order management are addressed swiftly, reducing the likelihood of op-
erational delays or failures.

The implemented DT system not only showcases the technical integration of modern cloud-based
and containerized services but also highlights the practical application of these services in optimiz-
ing production line operations. By combining real-time monitoring, dynamic decision-making, and
seamless orchestration of services, the prototype demonstrates an improvement in both production
efficiency and operational flexibility.

Further, the focus shifts towards the validation phase, where the developed prototype will undergo
testing in real-world conditions. This chapter will explore how the service-oriented architecture of the
cloud-based DT system performs under dynamic production environments, demonstrating its effective-
ness and scalability through the orchestration of key services like order and inventory management.
The validation phase is critical for ensuring the prototype functionality aligns with stakeholder expecta-
tions and real-world demands, further solidifying the framework applicability across various industrial
contexts.
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Chapter 6

Application on case study: validation phase

Overview: Chapter 6 presents the integration, verification, and validation of a DT framework
within a SPS. The framework was used to test the prototype in both simulated and real-world
environments, revealing important insights. While no issues were identified in the simula-
tion tests, real-world testing uncovered challenges related to network connectivity, synchro-
nization, and scenario optimization. Solutions were implemented, but some issues, such as
WLAN sensitivity, remain unresolved. The validation process confirmed that most system re-
quirements were met, though certain components need refinement. The results underscore the
framework adaptability and its potential for iterative improvement, supporting future appli-
cations in smart manufacturing.

The validation process of the DT system (T8 to T2) includes its integration with the production line
and the verification of use cases and requirements models at different hierarchy levels. The integration
process involves component testing in simulations and on the production line based on requirements
traceability diagrams. The testing were conducted in simulation environment and on flexible produc-
tion line.

The initial simulation were done before testing on the production line to ensure that different com-
ponents of the DT system work together as expected. The Prosys Simulation Server were used along
with Prosys Monitor to visualize the variables data in real-time and mimic the real OPC server and
external production system interactions. The tests allowed to verify integration between OPC Client
and BaSyx infrastructure for AAS. Then, the scenarios orchestrated in Camunda BPMN were tested to
validate the overall functionality of the DT system in a controlled environment.

The verification process is based on the verification of requirements models using state machine
diagrams (STM) and requirements verification traceability matrices (RVTM). The validation process
includes requirements traceability matrices (RTM) to show which stakeholder needs are fulfilled or
not. Further, the Nodes referring to Fig.3.1 are followed by Tasks referring to Fig.3.3.

6.1 T8 Integration and demonstration of end-to-end operation
of components

In practice, the integration of software components is achieved by incrementally adding functionalities
that enable services to support cross-message communication, ensuring they remain aware of the real-
time state of assets. To follow the integration between the DT system and the production line, several
main test cases at the component, system and system of systems level, represented on requirements
traceability diagrams, conducted:

Node S8, component level, T8: Integrate connectivity between two systems for data exchange:
Establish protocols and mechanisms for seamless data exchange between the DT system components
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APPLICATION ON CASE STUDY: VALIDATION PHASE

and the production line (sensors, orders). On the component level the test case integrates the data
from sensors(variable from OPC-server "E_capt_verin_aig_2" for presence sensor detecting pallet on
the post1 and data regarding the production order (variables from OPC-server "numéro_produit", "OF"
for product type and quantity), (Fig.6.1).
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Figure 6.1: Integration model for Data Exchange
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6.2. T7 Integration and demonstration of end-to-end operation of the system

The integration at the Node S8, T8 concerns "Data Exchange" for establishing communication with
the physical environment (Fig.6.1). For the test case, scripts to simulate the OPC-UA server, an appli-
cation of Prosys Simulation server, and Prosys Monitor were used alongside with code responsible for
integration with Eclipse BaSyx v.1 components. The test shows the writing of values received from the
OPC-UA server to the relevant AAS, submodel, and submodel element. The .aasx file is created and
updated in real-time automatically.

6.2 T7 Integration and demonstration of end-to-end operation
of the system

To follow the integration between the DT system and the production line, several main test cases at the
system level, represented on requirements traceability diagrams, conducted:

« Node S7, sub-system, system level, T7: Integrate functionalities to satisfy the business process
of DT: Ensure that all prior functionalities are integrated into the DT system to support and
enhance the defined business processes. The integration of production order management for
production order status monitoring (Fig.6.2), inventory management for ( Appendix C, Fig.C.1)
and rescheduling of the production order ( Appendix C, Fig.C.2) is realized via related test cases.

« Node S7, system level, T7: Integrate existing production process or its operations and activities
into the business process of the DT system (cf. Integration model for Metrics analysis, Appendix
C, Fig.C.3).

The integration at the Node S7, T7 concerns scenarios where monitoring and control by the DT
are required, such as Production Order Management(i.e. monitoring) (Fig.6.2), Inventory Management
(Fig.C.1), and Rescheduling on the line (Fig.C.2). The data from the lower level of the Eclipse BaSyx
infrastructure and the OPC clients is used to trace production orders and change their status according
to current operations, monitor the stock, and cancel production orders if there are stock shortages. User
intervention in this test case is not provided.

6.3 T6 Verification of requirements on system level

The results of the integration testing are visualized in the requirements verification traceability matrix,
example for "Data Exchange" test case (Fig.6.3). In SysML, a test case serves as a method for verifying
that a requirement is satisfied. This verification can be visualized using the RVTM, which shows the
connections between requirements, use cases, and test cases. In this case, all components successfully
passed testing. Other example regarding test case "Inventory Management" (Fig.6.4) shows that some
tests failed due to inconsistent requirement specifications for certain conditions, required verification,
absence of required elements in physical environment or were simply not yet implemented. The ab-
sence of jetons detecting sensors is substituted by preliminary interface for user confirmation of stock
replenishment and dynamic AAS "stock". Main verification criteria for each test case is given in the
Table6.1 below:

The verification process at the Node S6, T6 includes the verification of models on components,
subsystems and systems level. The verify relationship in SysML specifies how a test case or another
model element verifies a requirement. A test case or any named element in SysML can be employed
to represent various standard verification methods, including inspection, analysis, demonstration, or
testing. To follow the verification of design requirements the state machine diagrams were used:
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APPLICATION ON CASE STUDY: VALIDATION PHASE

Test Case

Main Verification Criteria

Data Exchange

Inventory Management

Production Order Management

Rescheduling

Orchestration

User Notification

Metrics Analysis

Ensure correct sending and receiving of messages,
accurate data serialization/deserialization (JSON format),
and proper updates to AAS properties and order
processing logic
Confirm accurate inventory checks and updates,
correct state transitions (e.g., "Update Stock," "Notify Low Stock"),
and appropriate notifications and actions in response to low stock levels
Verify correct initiation, validation, and processing of production orders,
accurate inventory checks, exception handling,
and appropriate order status transitions (e.g., "Produced,’ "Canceled")
Ensure effective rescheduling of orders based on inventory levels,
accurate updates to order and inventory management states,
and correct handling of low inventory conditions and notifications
Confirm proper orchestration of the entire production process based on BPMN model,
including correct state transitions,
error handling, and accurate logging and notifications throughout the process
Ensure accurate and timely notifications to users
regarding low stock levels, replenishments,
production order changes, and cancellations
Not applicable (functionality not yet integrated).
Future criteria should ensure accurate collection and analysis of system performance metrics
aligned with KPIs and business objectives

Table 6.1: Verification criteria for test cases
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Figure 6.2: Integration model for Production Order Management

1. The component requirements verification for the test case "Data Exchange" is illustrated in Fig.6.5a.
This state machine diagram represents the sequence and criteria of the requirements in a state
machine format. Verification relationships are not shown using callout notation anchored to the
diagram frame, indicating that the DataExchange test case verifies the set of requirements from
the traceability diagram. The key states and transitions involved in the data exchange process
are as follows: The system starts in the Idle state. Threads for ChangeLine, ConfirmOrder, and
SendStock are then initiated and started in the Start Threads state. The SendStock service waits
for messages on myQueue in the Wait for Messages (SendStock) state. Upon receiving a
message, SendStock retrieves properties from the AAS manager and constructs a response map in
the Process SendStock Message state. The response map is then serialized to JSON and sent to
myQueuel in the Send Response (SendStock) state. Meanwhile, the UpdateStock service waits
for messages on myQueue?2 in the Wait for Messages (UpdateStock) state. Upon receiving a
message, UpdateStock updates AAS properties and handles order processing logic in the Process
UpdateStock Message state. Lastly, the OPC UA clients service(not shown, included in OPC UA
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Req ID |Requirements Description ReqUirEme Use Case e Test Description TEST |PROD Deiert
nt Type ID/Date ive
Configuration L
D0SCF |The system should connect to an OPC UA server and Producer - Eclipse |Data Verify the node values are successfully sent to Pass |Pass |No
REQL  |create subscriptions for monitoring specific nodes Functional [Milo OPC Client  [Exchange A
Configuration

Verify the message format is successfully read

018CF |The system should serialize data to ISON format for Producer - Eclipse |Data Pass [Pass |No
REQ  |communication via RabbitMQ and HTTP Functional |Milo OPC Client  |Exchange by APl
The system must retrieve a property E_capt_verin_aig2 Broker - Eclipse Data Verify the property E_capt_verin_aig2 is pas |oase s
from a specified submodel Functional |BasyxV.1 Exchange |successfully retrieved from submodel
016CF |The system should send HTTP POST requests to a Broker - Eclipse Data Verify that HTTP POST requests are correctly pas lpme lng
REQL  |predefined endpoint with specific data Functional |Basyx V.1 Exchange [senttothe predefined endpoint
Broker - Eclipse
001CF |The system should be able to start and manage multiple Basyx V.1, AAS Data Verly thatthesystem canstartang manage Pass |Pass |No
REQ  |threads that execute different tasks concurrently Functional |server Exchange miilple: thieads cancarmently
006CF |The system should interact with a registry service to Data Verify interaction with the registry service to pass |passs |No
REQ  |manage Asset Administration Shells (AAS) Functional |AAS registry Exchange [manage AAS
AAS registry, AAS y
014CF |The system should be able to manage orders, including repc»siigur\:y Data Vern‘g.f b rr]anagemem Endisbmode! Pass [Pass |No
REQ  |creating new submodels for orders within the AAS Functional |(listenProduction [Exchange creatignwithin the AAS
004CF |The system should declare and manage multiple queues AAS repository,  |Data Verify the declaration and managementof | 1, |0
REQ  |for different types of messages Functional |listenProduction |Exchange [multiple message queues

The system should handle updates to order properties
i) P prap Verify updates to order properties based on

015CF |based on messages and monitored values from the OPC Data 5 Pass [Pass |No
REQ UA server Functional |readOrder Exchange messages and manitoredvaluss
The system should retrieve a submodel using IDORDER Data Verify retrieval of a submodel using IDORDER pass |pass |No
and a product 1D from the message Functional |readOrder Exchange |and a product ID
High-level Data Verify that the system successfully stores data Face |Basss i
The system should store data in database functional |Graph DB Exchange |inthe database
The system should have a user-friendly interface that High-level Verify the functionality of the user-friendly
allows production engineers and operators to easily non- Data interface for real-time monitoring and control i ||fe T
monitor and control the production process in real-time [functional |AAS GUI Exchange

Figure 6.3: RVTM for test case "Data Exchange"

. . Requirem Test Case . .
Requirements Description Use Case Test Description TEST |PROD |Defective
ent Type ID/Date

Inventory Verify the message is received with current

The system should read stock information from RabbitMQ Functional |readStock Management |stock information PASS |[PASS |No

Currently Placeholder: The provided code does not yet

implement reading frem RabbitMQ but mentions Inventory Verify the current stock is received from

RECEIVE_QUEUE_NAME Functional |readStock Management |queried submodel "Jetons” PASS |[PASS |No

Missing
Future Implementation: This class is likely intended to Inventory Verify the message is received with current node
asynchronously read stock information from queuel Functional |readStock Management |stock information from jeton sensors PASS |FAIL |source
Verify the message containing stock
The system should send a message containing stock Inventory infarmation is sent to RabhitMQ queue
information to a RabbitMO queue (queue2) Functional |replenishStock |Management |[queue?) PASS [PASS |No
Verify the retrieval of values {red_output,

Retrieve values (red_output, green_output, blue_output) from Inventory green_output, blue_output)from the

the execution context Functional replenishStock [Management |execution context PASS [PASS |No

Construct a message (variables) containing the stock Inventory Verify the construction of @ message

information Functional |replenishStock [Management |containing the stock information PASS [PASS |No

Set process variables (red, green, blue, total) in the execution Inventory Verify the setting of process variables (red,

context Functional |replenishStock [Management |green, blue, total) in the execution context |PASS |PASS |No
Inventory Verify the calculation of the total stock

Calculate the total stock gquantity Functional |replenishstock [Management |quantity PASS |PASS |No

Use RabbitTemplate to convert and send the message to Inventory Verify the use of RabbitTemplate to convert

queuel Functional |replenishStock |Management |and send the message to queue2 PASS |[PASS |No
Inventory Verify the printing of a confirmation

Print a confirmation message to the console Functional replenishStock [Management |message to the console PASS [PASS |No

The system should update the stock information within a Inventory Verify the updating of stock information

business process Functional |updateStock Management |within a business process PASS [PASS |No

The UpdateStock class should be able to execute a task that Inventory Verify the execution of a task that triggers a

triggers a message event named updateStock Functional |updateStock Management |message event named updateStock PASS |[PASS |No

Figure 6.4: Excerpt from RVTM for test case "Inventory Management"

Monitoring) continuously monitors and updates OPC UA nodes based on AAS properties in the
OPC UA Monitoring state.

2. The sub-system requirements verification on test case "Inventory Management" : The Inventory
Management State Machine (Fig.6.5b) operates through various states and transitions to ensure
efficient handling of stock. Initially in Idle state, it awaits an event from OPC node. Upon
receiving an inventory query, it transitions to Read Stock to determine if the requested items are
in stock. If items are available, it moves to Reserve Stock to allocate items for an order. Following
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Figure 6.5: State machine diagram for test cases "Data Exchange", "Inventory Management"

reservation, the system updates inventory levels in the Update Stock state before returning to
Idle. If stock levels are low during availability checks, the system transitions to Notify Low
Stock to alert for replenishment, subsequently moving to Replenish to fill inventory. After
replenishment, it updates inventory levels again in the Update Stock state before returning to

Idle.
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Figure 6.6: State machine diagram for test cases "Order Management", "Rescheduling"

3. The sub-system requirements verification for the test case "Production Order Management" is de-
tailed in the state machine diagram (Fig.6.6a), which illustrates the life cycle stages of an order
from its creation by the operator to its completion after assembly on the production line. Initially,
the system enters the Order Initiated state when a new order is created. The process then pro-
gresses to Order Validation to ensure that all order details defined by the operator are detected
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APPLICATION ON CASE STUDY: VALIDATION PHASE

and validated. Following validation, the system performs an Inventory Check to confirm the
availability of jetons. If jetons are available, the system transitions to Threshold Verification
to determine if the current order can be fulfilled with the existing stock. If the verification is suc-
cessful, the system moves to Order Processing to set the order status and handle any exceptions.
Once the order is confirmed, it proceeds to the Order Produced state, where the order is assem-
bled and released from the assembly operation. If issues arise, such as unavailable inventory or
cancellation requests from the operator, the order may transition directly to Order Canceled
from various points in the process, including from Order Initiated if canceled before validation.

4. The system requirements verification on test case "Rescheduling": This state machine diagram
(Fig.6.6b) integrates the processes of both order management and inventory management, reflect-
ing the tight coupling between these systems. Initially, the system enters the Idle state, awaiting
new events (e.g., orders or changes). When new events are received, it processes subscription val-
ues in the Processing Subscription Values state. Upon receiving an order or inventory update,
the system transitions to the Update Order Management state, where it assesses the current
order status and availability, and to the Update Inventory Management state, where it updates
stock values for total jetons and each type of jetons respectively. If inventory is found to be not
available, the system transfers to Handle Low Inventory state. If the stock is available, the sys-
tem moves to the Threshold Verification state to evaluate current production order. In the event
that rescheduling is needed (i.e., the threshold is not met), the system transitions to the Order
Processing state to adjust the order on the production line accordingly. This involves notifying
the operator and updating the system records regarding the order status (placing it on "waiting").
Once rescheduling is complete, the system returns to the Threshold Verification waiting for
orders in "waiting" to re-verify and to Processing Subscription Values state to continue with
the next order fulfillment. In stateOrder Processing for orders that declared with status "wait-
ing", the system queries updates from the Threshold Verification state, which operates based
on messages received from the Handle Low Inventory state that indicates the stock is being
replenished. Finally, upon successful rescheduling and order processing, the system transitions
to the Order Confirmed state, where the adjusted order is completed in the Order Produced
state.

5. The system requirements verification on test case "Orchestration” (Fig.6.7): The workflow man-
agement of the entire production process is presented, including all subsystems. The orchestra-
tion process is initiated in the Idle state, where the system awaits the initiation of a production
order. Upon receiving a new production order, the system transitions to the Order Initiated state,
where it logs the order details and initiates the orchestration sequence. Key states and transitions
in the orchestration process include: 1. Order Initiated: Upon receiving a new order, the system
logs the details and prepares for further processing. 2. Order Validation: The system checks the
order details for completeness and accuracy. If the validation fails, it transitions to Order Initi-
ated to handle next order. 3. Inventory Check: The system verifies the availability of necessary
jetons for current production order. If items are insufficient, it transitions to inventory manage-
ment in Handle Low Inventory. 4. Processing subscription values(listenProduction): The
system prepares the production line by allocating resources and scheduling tasks based on the
order requirements and monitoring the status of assembly station. 5. Order Confirmed: The
system initiates the production process by setting order status Confirmed, transitioning through
states such as In production and Produced to complete the assembly operation for current or-
der. 6. Rescheduling: During production, the system continuously monitors inventory levels
and progress of production order, transitioning to Update Inventory Management, Update
Order Management and Threshold verification if any issues arise, changing the order sta-
tus and transfer pallets on the production line accordingly. 7. Order Produced: The system
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6.4. Té6.1 Validation of requirements on system level

finalizes the assembly operation for current order, updating records and notifying operator. If at
some points in the process an error or issue is detected, the system transitions to specific error-
handling states such as Order Canceled, or Handle Low Inventory to resolve the problem
before continuing with the orchestration workflow.

® Rescheduling
Initia

Figure 6.7: State machine diagram for test case "Orchestration”

6.4 T6.1 Validation of requirements on system level

Test cases that verify the functionalities of the system can be used to validate functional requirements
at the component level. The RTM illustrates the status and relationships of these requirements.

On Node S6, T6.1 the RTM traces the satisfaction of stakeholders’ ("Requirements Source") needs
(introduced as "User requirement") and defines if requirement is completed(implemented), in progress
or not started(not implemented). For example, for test case "Data Exchange" (Fig.6.8) the complete list of
requirements is implemented. Whereas, for test case "Inventory Management"(Fig.6.9) one requirement
can not be satisfieddue to absence of physical source of information on OPC server.

6.5 T5 Integration and demonstration of end-to-end operation
of the SoS

To follow the integration between the DT system and the production line, several main test cases at
the system of systems level (Node S5, system of systems level, T5), represented on requirements
traceability diagrams, conducted:

« Integrate user "Operator" of the line for access to DT system(cf. Appendix C, Fig.C.4): Enable
operator on the production line to access and utilize functionalities of the DT system as required
for his role during a run-time.

« Integrate functionality to satisfy the business process metrics of the production line are ana-
lyzed(cf. Appendix C, Fig.C.5): Ensure that all prior business metrics are integrated into the DT
system, calculated and analyzed to support prior business objectives.
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APPLICATION ON CASE STUDY: VALIDATION PHASE

Req ID [Requirements Description fequeements User Requirement Requireme Use Case et coe Test Description TEST |PROD r'
Source nt Type ID/Date ive Status
Configuration -
[009CF [The system should connect to an OPC UA server and 002-To use accurate Producer - Eclipse |Data Verify the niode values are successfully sent Pass |Pass [No Implemented
REQ [create subscriptions for monitoring specific nodes User/Operator |and current data Functional |Milo OPC Client |Exchange toAPI |/Complete
Configuration - -
018CF |The system should serialize data to JSON format for 002-To use accurate Producer - Eclipse |Data Verify the message format is successfully Pass |Pass [No Implemented
REQ |communication via RabbitMQ and HTTP User/Operator |and current data Functional |Milo OPC Client |Exchange i Al | /Complete
The system must retrieve a property E_capt_verin_aig2| 002-To use accurate Broker - Eclipse |Data Verify the property E_capt_verin_aig2 is pacs |pass |no | mPlemented
from a specified submodel User/Operator [and current data Functional [Basyx V.1 Exchange |successfully retrieved from submodel /Complete
016CF [The system should send HTTP POST requests to a 002-To use accurate Broker - Eclipse  |Data Verify that HTTP POST requests are correctly [, [ | Jimplemented
REQ  |predefined endpoint with specific data User/Operator [and current data Functional [Basyx V.1 Exchange [sent to the predefined endpoint /Complete
The system shoUTd be able 10 start and manage Broker - Eclipse
001CF |multiple threads that execute different tasks 002-To use accurate Basyx V.1, AAS  |Data  |Verifythatthe system canstartand manage | 1o o |\ |implemented
REQ  |concurrently User/Operator |and current data Functional |server Exchange |Multiple threads concurrently /Complete
006CF [The system should interact with a registry service to 012-To manage Data Verify interaction with the registry senvice to [, [~ * Timplemented
REQ manage Asset Administration Shells (AAS) User/Operator |production resources |Functional |AAS registry Exchange |manage AAS /Complete
AAS registry, AAS
014CF [The system should be able to manage orders, including 012-To manage repository, Data Verify order management and submodel |, o, [\ Jimplemented
REQ  |creating new fororderswithinthe AAS. _ |UserjOperator |production resources [punctional JlistenProduction |Exchange |782007 Withinthe AAS /Complete
004CF |The system should declare and manage multiple 002-To use accurate [AAS repository,  |Data Verify the declaration and management of pass |pass |No Implemented
REQ  [queues for different types of messages User/Operator |and current data Functional [listenProduction |Exchange [multiple message queues /Complete
The system should handle updates to order properties - )
015CF |based on messages and monitored values from the 002-To use accurate Data Verify updates to order properties basedon |, |, |\ Limplemented
REQ  |OPC UA server User/Operator |and current data Functional |readOrder Exchange Hessages and wenifioend values /Complete
The system should retrieve a submodel using IDORDER 015-To share Data Verify retrieval of a submodel using IDORDER Bass [Fass: [fio Implemented
and a product ID from the message User/Operator [knowledge among Functional |readOrder Exchange |and a product ID /Complete
015-To share
knowledge among  |High-level Data verify that the system successfullystores |, oo o |implemented
The system should store data in database User/Operator [other users functional |Graph DB Exchanga | e dathase /Complete
The system should have a user-friendly interface that
4 b : Verify the functionality of the user-friendly
allows production engineers and operators to easily High-level
monitor and control the production process in real- 003-To use asimple  |non- Dats.  Muerfece forrealtime monitoringand Pass: [Pass INO. | siemantad
time User/Operator |and intuitive interface |functional [AAs GuUI Exchange | "™ /Complete

Figure 6.8: RTM for test case "Data Exchange"

« Integrate functionalities for Auditor DT health monitoring. Some functional and performance
requirements of the DT system can be partially satisfied by an additional service for metrics
collection and analysis. This ensures that the application performs optimally and reliably once
deployed in the production environment. The use of the open-source project Prometheus for a
Spring Boot application requires adding dependencies for Spring Boot Actuator and the Microm-
eter Prometheus registry. Nevertheless, this functionality is not fully implemented.

The integration at the Node S5, T5 concerns the rescheduling scenario when decision-making sup-
port by the DT regarding the production order is required. This test case evaluates the interactions
between the DT and the user/operator, notifying them to make relevant decisions. It allows verifica-
tion of scenario 3, where the stock needs to be replenished for a specific quantity of products in the
current production order. This allows several products to be put on hold while the operator replenishes
the stock. When the stock is refilled, the DT reverifies the thresholds to confirm the order and send it
to production.

6.6 T4 Verification of requirements on SoS level

The verification process on Node S4, T4 include:

1. The requirements at the SoS level for the test case "User Notification" (Fig.6.10) include the inte-
gration of use cases "Inventory Management", "Production Order Management", and "Rescheduling".
These requirements involve notifying the user with messages regarding low stock levels, replen-
ishment, changes to production orders (e.g., quantity of products) if it is not possible to produce
as requested, and order cancellations if there is no stock available or if the replenishment time
exceeds 1 minute.

2. The requirements at the SoS level for the test case "Metrics Analysis" have not been integrated
into the current state of the system as the integration process of the components is not completed.
As aresult, there is no corresponding STM diagram illustrating this component integration. The
lack of integration is due to several factors, including prioritization of other critical functionalities
and pending design decisions that need to be addressed before metrics analysis can be effectively
implemented. Future development phases will be required to incorporate these requirements and
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6.7. Results of testing and issues identified

eguirements Description ::':D':’"""’ User Requirement 2::‘1,";:“ Use Caze T;:::’ Test Description TEST |PROD |Defective :::B""""‘
04.02 Te be able to monitor and control Irwentary Verify the masssage is received with cunment Implemanted)

The system should read stock information from Rabhith0 Wser/Operator |production line at actual state Functional [readStock Management [stack information PASS |PASS (Mo Complete

Currently Placehalder: The provided code does not yet

imglement reading from RabbitMO, but mentions 04.02 To be able to monitor and contral Inventary [Verify the current stock is received from Implemented)

RECEIVE_CQUEUE_NAME User/Operator |production line at actual state Functional |readStock Management |queried submoded "letons” PASS |PASS  [MNo Complete

Missing  |Mot
Future implementation: This class is Beely intended ta 04.02 To be able to monitor and contral Irventary Verify the miessage is received with cunnent rode implemented)
asynchronously read stock information from gueuel User/Operator |production line at actual state Functional [readStock Management [stock information from jeton sensors PASS |FAIL  [source  [Not started
the mieszage containing stock
The system should send a message containing stock 04.02 To be able to manitor and contral Inventary informatian is sent to RabbitheQ queue i plementedy
information to a Rabhithi0 gueue |queue) User/Operator |production line at actual state Functional [replenishStock  |Management |igueue) PASS |PASS [No Comiplete
erify the retrieval of values [red_outout,

Retrieve values (red_output, green_output, blue_autput) 04.02 T be able te maniter and contral Irventary ereen_autaut, blue_output) from the [Imalementad,

fram the exscution context Wser/Operator |production line at actual state Functional [replenishStock | Management [execution context PASS |PASS  [MNo Complete

Construct a message [variables] containing the stock 04.02 To be able to monitor and control Irventary [Verify the constriiction of a message [imalemented)

information Uses/Operator |production line at actual state Funictional [replenishStock  |Management [containing the stock infarmation PASS |PASS [No Complete

Set process variables (red, green, biue, total) in the execution 0402 To be able to monitor and control Inventary Verify the setting of process variables (red, iImplemented,

context User/Dperator |production line at actual state Functional |replenishStock |Management [green, bluse, total) in the execution context |PASS |PASS  [No Comiplete

Inventary erify the calculation of the total stock Implemented

Calculate the total stock quantity User/Dperator |06.01 To increase product quadity Functional |replenishitock |Management |quantity PaSS |PASS (Mo Complete
02.04 To optimize operational

Lise RabbitTamplate to convert and send the massage ts efficieneyproduction performance, Inventary  [Vierify the use of RabbitTemplate to I plemeanted)

quewel Wser/Operator |resources) Functional [replenishStock  |Management [conwert and send the message to queuel  |PASS |PASS [No Comiplete
02.04 To aptimize operaticnal
efficiencylproduction performance, Irventary Verify the printing of a confirmation [implemented

Print a confirmation message to the console Wser/Operator [resounces) Functional [replenishStock  |Management |message bo the console PASS |PASS [No Complete
0204 To optimize operational

The system should update the stock information within o efficiency{production performance, Irventary Verify the updating of stock information i plemented)

business process User/Operator |resources) Functional jupdateStock Management |within a business process PASS |PASS  [No Comiplete
02.04 To optimize operational

The UpdateStock class should be able to exscute 3 task that efficieneyproduction performance, Inventary  [Verify the axecution of a task that triggers o I plemented)

triggers a message event named updateStock User/Operatar |resources) Functional lupdateStock  [Management |message event named updateStack PRSS |PASS [Ne Comalete
02.04 To aptimize operational Verify the setting of a process variable cond

The system should sef a process variable cond ta "yes” before efficiency|production performance, Inventary to "yes” before triggering the message Implemented)

triggering the message svent User/Operator |resources) Functional |updateStock  [Management |event PASS |PASS |No Complets

The system should calcudate if the resources are enough for Verify the calculation of resource

products identified by numeroProduit with quantities Inventary suffickency for products identified by Implemented)

specified in numercOF User/Operator |06.01 To increase product quality Functional [verifyThreshald [Management |numeroPraduit PASE [FASS Mo Complete

For product 1 (Sguans), the systern should check:

Tatal >= 16 * guantity

Red 5= 4 * guantity

Blue == 4 * guantity Inventary I plemanted)

Green >= B * quantity Wser/Operator 0601 To increase product guality Functional [verifyThreshald |Management [Verify the checks for product 1 [Square) PASS |PASS  [MNo Complete

For product 2 [Cirde), the systern should check:

Tatal == 12 * guartity

Fed == 4 * guantity

Blue = 4 * guantity inwentary implemented/

Green >= 4 * quantity User/Dperator [06.01 To increase product guadity Functional |werifyThreshold |Management [Verify the checks for product 2 [Cinde) PASS |PASS  [No [Comiplete

For product 3 [Cross), the system should check

Tatal 5= 9 * quantity

Red >= 4 * guantil

Blue >=1* guant Inventary Implemented)

Gresn >= 4 * quantity User/Dperator |06.01 To increass product guality Funetional |verifyThreshald [Managsment |Verify the checks for product 3 [Cross) PASS |PASS (Mo Complete

The system should set process variables cond and condi to 02.04 Te aptimize operaticnal

"yes" or "no” based on whether the production conditions are| efficiencylproduction performance, Inventary Verify the setting of process variables cond Implemented)

et User/Dperator [resounces) Functional [verifyThreshold |Management Jand condi based on production conditions |PASS |PASS  [Mo Complete

If conditions are nat met, the system should calculate the 02.04 To optimize operational Verify the cabculation of the maximum

mandimum quantity that can be produced and set appropriate efficiencylproduction performance, Inventary producible guantity and setting of process implemented,

process variables (msg. quan, numerodF) UserfDperator |resources) Functional |werifyThreshold |Management [variables PASS |PASS  [No Comiplete

The system should verify if the reguired stock levels meet the Inwentary [Verify if required stack levels meet the Irmplementedy

threshalds nesded for production User/Dperatar |06.01 To increase product gquality Functional |verifyThreshald [Management |production threshalds PAss [PAss |No Complete

The VerifyThreshhold dass should execute a task to check if 02.04 To optimize operational

there are sufficient rescurces to produce a specified number efficiency|production performance, Inventary Verify the execution of a task to check implemented)

of prodiscts User/Dperator |resosnses) Functional |verifyThreshald [Management |resaurce wiiciency for product pradustion|PASS |PASS [Ne Complete

Figure 6.9: RTM for test case "Inventory Management"

provide the necessary STM diagrams to reflect the integration of the "Metrics Analysis" compo-
nent, satisfying the "Analytics" use case. Therefore, some prior business requirements and ob-
jectives addressing KPIs of the line will not be verified and consequently validated in the current
state of the system.

6.7 Results of testing and issues identified

During the tests in simulated environment: no issues in connection with OPC server and in function-
alities were found.

Regarding the real environment tests, the issues in connectivity, synchronization with existing net-
work of the production line and optimization of scenarios were identified.

The subscription to OPC servers of PLCs : the chain allows only limited amount of connections:
solution - for each OPC server a unique url were assigned and configured to provide separate channels.

The sensitivity (the transmission time) of WLAN network does not allow to detect a change of the
variable value for one production order, for more than one it allows to detect this change: not solved
for the moment.
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APPLICATION ON CASE STUDY: VALIDATION PHASE

stm [StateMachine] User Notification [User Notification]

\ § /'  Generate Message
Handle low message sending Notify
inventory Notify user to = user to
Initial S | replenish stock replenish stock |

Stock replenished in
less than 1 min

[ User recieved _ " Update stock
message : el

l'.}." i 'l. ll'
/Order canceled

Figure 6.10: State machine diagram for test case "User Notification"

The scenarios were optimized and synchronized with the existing time of passage of the pallets and
operations on posts, moreover the connection allows to interact with the real system in an existing
appropriate rate of synchronization without addition adjustments.

6.8 T4.1 Validation of requirements on SoS level

On Node S4, T4.1 the RTM traces the satisfaction of stakeholders’ ("Requirements Source") needs or
high-level requirements (introduced in "User requirement” column) and defines the requirement status.
For example, the state of test case "User Notification" is provided (Fig.6.11) as fully completed.

6.9 T3 Validation of high-level requirements on SoS level

Further, on Node S3, T3 the complete requirement traceability matrix validates the implemented com-
ponents regarding the designed components requirement model showing actual state of the system
(cf. Fig.G.1 and Fig.G.2). Requirements not satisfied by any use case are highlighted in blue, while use
cases that are not implemented in software components are shown in pink. Initially, the SoS, system,
subsystem requirements are traced to components requirements model. However, while some are in-
cluded in the presented traceability matrices, the rest are listed on Fig.G.3. The high-level functional
and non-functional requirements elicited from business requirements cannot be fully validated without
the development of all announced functionalities, and are therefore not illustrated in the traceability
matrices.

6.10 T2 Validation of business requirements

System validation on Node S2 and Node S1, corresponding to tasks T2 and T1, is not possible due to
unimplemented components from the "Metrics analysis", "DT auditor” test cases, as well as functional-
ities of DT system responsible for analytics.
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6.11. Conclusions

" Requirem Test Case Requirement
Requirements Description Requirements Source User Requirement ik Tt Use Case ID/Date Test Description TEST |PROD |Defective Status
[DZAFRECL TO anticipate production issues Detore they
High-level functional occur; 02.02 To consult reporting and analytics Verify that the system notifies
requirement/Production |capabilities; 004-The system shall provide a report or Decision stakeholders about critical events or
Notify stakeholders about critical events or [Manager/sos functional ¢ ; 016-The system shall adapt to production Manager - User status changes. Result is the user is Implemented/C
status changes requirement change; 007-To stay informed remotely; Functional |Camunda BPMN|Natification  |notified about event or status change |PASS |PASS |No lomplete
|Basic notifications are printed to the
console (System.out.printin) upon message [04.02 To be able to monitor and control production User Verify that the notification message is| Implemented/C
sending via RabbitMQ User/Operator line at actual state Functional |notifyUser Notification |printed to the console PASS |PASS |No lomplete
Production
Manager/High-level [02.04 To optimize operational efficiency(production
functional performance, resources); 02HFREQ - Provide real-
requirement/User/Opera [time monitoring and reporting of asset behavior and
[The system should have a user notification |tor/SoS functional performance; 06.02 To optimize product on-time User Verify that the user receives the Implemented/C
functionality requirement delivery; 004-To receive alerts and notifications Functional |notifyUser Notification |notification PASS |PASS |No lomplete
[The system should notify users about the  [High-level functional [03HFREQ.Manage product variability; 06.01 To Verify that the user receives a
stock status and whether they can produce |requirement/User/Opera [increase product quality; 06.02 To optimize product User notification about the stock status Implemented/C
a certain product tor on-time delivery Functional |notifyUser Notification |and production feasibility PASS |PASS |No lomplete
Retrieve variables (total, numeroProduit, 04.02 To be able to monitor and control production User Verify that the variables are retrieved Implemented/C
numeroOF, red, green, blue) from the User/Operator line at actual state Functional |notifyUser Notification |correctly from the execution context |PASS |PASS |No lomplete
|04.02 To be able to monitor and control production
line at actual state; 009.02-The system shall be able
to differentiate between different types of products;
Based on numeroProduit, determine if User/Operator/Functiona [009.03-The system shall be able to track the number Verify that the system correctly
sufficient resources are available to producel requirement work of defective products and remove them from the User determines resource availability Implemented/C
the product centers level count Functional |notifyUser Notification |based on numeroProduit PASS |PASS |No lomplete
Set process variables (msg, condi, quan) Verify that the process variables are
indicating the production feasibility and [04.02 To be able to monitor and control production User set correctly, indicating production Implemented/C
quantity User/Operator line at actual state Functional |notifyUser Notification |feasibility and gquantity PASS |PASS  |No (omplete
Verify that the system prints the
Print a message to indicate if production is User correct message about production Implemented/C
[possibie or not User/Operator [06.01 To increase product quality Functional |notifyUser Natification  |feasibility PASS |PASS |No lomplete
[The system should have a notification User Verify that the system generates and Implemented/C
message functionality Functional |notifyMessage |Notification |sends the notification message PASS |PASS |No lomplete
[The system should send a message to 305001.01-The system shiou|d have standardized User Verify that the message is sent, and Implemented/C
trigger a notification process 505 functional interfaces, protocols, and data formats for Functional |notifyMessage |Motification |the notification process is triggered  |PASS |PASS [No lomplete
[Retrieve The Camunda process engine and | equirement/s level interoperability; S004-Each system should have well- Tser Verity that the Camunda process [mplemented/C|
runtime service requirement defined interfaces and commun\Fal\on protocols to  |ynctional |notifyMessage |Notification |engine and runtime service are PASS [pass o lomplete
interact with other systems within the DT system of User Verify that the message name Implemented/C
Define the message name (SendMessage) systems; Functional |notifyMessage |Notification |(SendMessage) is defined correctly |PASS |PASS |No lomplete
Trigger the message event by correlating User Verify that the message event is Implemented/C
with the current process variables Functional [notifyMessage |Notification _|triggered correctly, correlating with | PASS |PASS [No lomplete

Figure 6.11: RTM for test case "User Notification"

6.11 Conclusions

This chapter presents the conclusions drawn from the application of the proposed framework to a case
study within the context of SPS. The framework implementation involved a comprehensive develop-
ment process, guided by various models including requirements, use case, and data models. These
models were instrumental in shaping the design and functionality of the DT system prototype.

The prototype was rigorously tested and validated on a flexible production line within the Smart
manufacturing platform. This validation phase was crucial for assessing the system performance and
identifying any discrepancies or areas for improvement.

Key findings from the validation process include:

Requirements fulfillment: While the DT system generally met the prior outlined requirements, cer-
tain elements were identified that were either not fully implemented or required further refine-
ment. This highlights the importance of continuous alignment between the evolving system and
the initial requirements to ensure that all functional and non-functional criteria are met.

Use case realisation: The use case models provided a structured approach to evaluating the DT sys-
tem operational effectiveness. However, some use cases revealed gaps where additional features
or adjustments are necessary to fully address the intended scenarios (which is done as iterative
process). This underscores the need for iterative development and feedback integration to achieve
comprehensive use case coverage.

Data model accuracy: The AAS models used to structure and interpret the system data were in ma-
jority effective. Nevertheless, the validation process uncovered specific areas where the data
handling mechanisms either did not perform as expected or required additional verification. The
AAS type 3 is not achieved according to specification requirements. These findings suggest that
further refinement of techniques to manage AAS is needed to enhance data accuracy and system
reliability.
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UE: Dashboard or GUI

User network — Thingerx, Camunda, Basyx GUI

DT entity

Application & Service — e.g. Service
« Inventory Management »

Orchestrator — Camunda Core Logic — Java-based
BPMN AP|
Operation & i
management sub-entity | | Ressource access &
— AAS, submodels, interchange sub-entity

connected AAS manager, — AASregistry, Mongo
Control and Group DB :

Components, Basyx

network

OME: Production Line and Manufacturing(Production) Unit, PLCs, Production
Process, Product, other assets

Figure 6.12: DT model for S.Mart production line adapted from [12]

The DT model from ISO 23247-2:2021 (Fig.2.3) is relevant to our case study on the S.Mart production
line and aligns with our experimental setup. The methodology of framework allows for the definition of
elements related to the "DT entity" Within it, business-level objectives and requirements (highlighted
in yellow) help specify elements of the "Device Communication Sub-entity," "Operation & Management
Sub-entity," "Resource Access & Interchange Sub-entity," and "Application & Service Sub-entity". The
constituent models for "Application & Service Sub-entity" are defined during the application of the
framework §4.2,§4.3.1,5 . Among them standardized model relevant for implementation as a unified
specification within service architecture is described in §2.1.3. Additionally for "Device Communica-
tion Sub-entity," "Operation & Management Sub-entity," "Resource Access & Interchange Sub-entity,'
from Fig.6.12 the infrastructure for 14.0 is defined in BASYS 4.0 Project (§2.1.4) (blue blocks within or-
ange block). The "Application & Service Sub-entity" is decomposed into yellow blocks to illustrate the
composition of services such as "inventory management" within the "Core Logic" and orchestration
with a BPMN-based scenarios. The focus within DT framework is on identification of requirements

and development of upper-layer(business and core logic) functionalities (yellow blocks within orange
block).
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Figure 6.13: DT system use case diagram status

The main "success" scenario depicts uninterrupted stock level process. It is augmented by exception
scenarios where, in the first case, the operator is notified by the DT to replenish stock by adding jetons in
required quantities, and the current production order is confirmed for manufacturing by the DT once the
stock level is adequate. In the second case, the DT proceeds with the next order, puts the current order
on hold, and notifies the operator to replenish stock. Based on the models the implementation process
constitute of writing a source code snippets for components and testing based on communication with
flexible production line.

The initial DT system boundary (Fig.6.13) is modified to include only prior functionalities for the
implementation of the case study, along with the technologies associated with each use case (Fig.4.35).
The status of mandatory elements includes actors interaction with system boundary. Other elements
are 40 implemented and 32 proposed use cases and functional requirements that represent systems
functionalities.

The insights gained from this case study underscore the framework capacity to adapt to evolving
requirements, providing a robust foundation for future iterations and broader application in diverse
smart manufacturing scenarios.
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Chapter 7

Conclusions and perspectives

Overview: This chapter concludes the thesis by synthesizing the key findings and reflecting
on their broader significance. It also identifies the limitations of the research while offering
perspectives on future directions and the potential benefits of continued exploration in this

field.

7.1 Contributions

The adoption of Industry 4.0 necessitates a fundamental reassessment of traditional tools and technolo-
gies, as companies strive to digitize their assets and adapt to rapidly changing market conditions. The
rigidity and inefficiency of conventional production systems in handling disruptions highlight the need
for more flexible, data-driven solutions, particularly in the face of increasingly complex and intercon-
nected manufacturing processes. The transformation towards DT technology is central to addressing
these challenges, as it enables real-time monitoring, optimization, and seamless integration of produc-
tion systems, thereby enhancing operational efficiency and adaptability.

This thesis has been guided by two central research questions: first, how to develop a methodology
for defining a DT system that aligns with a company strategic objectives while accounting for stake-
holder needs and system constraints; and second, how to ensure a continuous transformation process
with full traceability for decision-makers. One of the main contributions of this work is the implemen-
tation of the DT, which is driven by business objectives, starting from the strategic level and integrating
the notion of value, while simultaneously taking into account the existing technological infrastructure.
The resulting comprehensive framework not only addresses these research questions but also offers an
approach for implementing and managing DT systems in complex organizational environments.

The framework is built upon MBSSE principles and aligns with the RAMI 4.0 structure. This align-
ment supports an iterative process of development and validation, enabling the design of a conceptual
model for the DT system, its logical architecture, and its implementation for testing and verification in
a real-world environment. The production system of S.Mart academic technological platform enables
conducting tests based on existing automation and communication systems.

The objective of this case study is to provide a solution for the efficient operational management of
this production system within the Industry 4.0 paradigm. The core concept centers on creating a DT
system that seamlessly integrates all relevant assets within the production environment (e.g. produc-
tion units, products, sensors or PLCs), enabling efficient communication and data management tailored
to stakeholder needs. To achieve this, the proposed holistic methodology integrates production system
taxonomy into the framework for modeling the required functionalities of the DT, rather than relying
solely on existing PLM, MES, or ERP systems. This approach bridges the gap between the management
and operational levels of the production system, ensuring seamless communication and coordination
across all levels. The framework supports conceptual design and real-world implementation, facilitat-
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ing the thorough evaluation of the DT system business alignment, modeling, implementation, config-
uration, and performance in a virtual environment. By leveraging DT system components, it becomes
possible to quickly define any missing functionalities, adapt the system to existing production processes
and optimize performance through data-driven techniques and logical analysis.

The framework enables the traceability of dependencies and various models in the design process
and allows for the adaptation of development activities according to the business context and the com-
plexity of the asset. It helps in defining requirements and determining which functionalities are needed
at various system levels - whether at the system of systems, system, subsystem, or component level -
within the DT system. Additionally, it provides visibility how the change might affect the overall design
or other parts of the system. When new details are added, traceability ensures that these updates are
systematically incorporated and that their impact is fully understood across the entire system. Initially,
new details must be linked to existing traceability chains. For example, new requirements should be
traced back to the relevant business requirements and business objectives. Traceability matrices are
used to map these connections, ensuring that each new detail is associated with the appropriate ele-
ments in the system. Subsequently, new use cases are derived from those requirements. This analysis
helps prevent unintended consequences or overlooked dependencies. The verification of the system also
relies upon traceability between requirements model, test cases and necessitates revisiting the related
requirements and test cases to ensure they remain aligned and that the system integrity is maintained.
New test cases are created and traced to verify specific use cases. Once the verification criteria for a
requirement are met, the corresponding use case is considered to have satisfied that requirement.

The framework adapts SE principles for comprehensive tracking that the system continues to meet
its intended requirements and functions effectively within its operational context. In this context, each
requirement should be traced to specific use cases that demonstrate how the requirement will be ful-
filled. When new details are added in the use case, the revised documented information provides evi-
dence that the system continues to meet all required criteria set by stakeholders.

Overall, the validation process has been instrumental in identifying both strengths and areas for
improvement within the DT system prototype. It has provided valuable insights into the effectiveness
of the framework and highlighted specific elements that need to be addressed in future iterations.

The framework can be used to develop use cases tailored to other business-specific objectives. It
guides the process while allowing flexibility not only in the choice of development tools for each task,
but also in the approach itself. The depth with which each task is addressed - such as the number of
stakeholders considered, objectives treated, or requirements developed - can be adapted to the project’s
needs. Upon completing the defined tasks, the framework not only defines a prototype of the SOI,
but also enables testing and manipulating the developed solution based on real production data. This
approach allows for observing how the system reacts and integrates within a real-world environment.

7.2 Perspectives

Future work will focus on addressing the identified issues, enhancing system performance, and expand-
ing the framework applicability to a broader range of manufacturing scenarios. While the framework
has demonstrated its potential in advancing smart manufacturing technologies, ongoing refinement
and adaptation will be essential for achieving optimal system performance and meeting the evolving
demands of the industry. Although the framework demonstrates its feasibility and enables the devel-
opment of DT system, further improvements are still needed. These enhancements will be discussed in
the context of systems design, model checking, and performance analysis of the prototype.

Firstly, the transition between architecture layers can be revised and implemented differently de-
pending on the tools used. While we relied on well-known standardized notations for model formal-
ization, other standardized approaches could also be tested within this framework.

Secondly, the prioritization techniques can be refined and customized to yield more specific results
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when selecting the most relevant requirements and design elements. In this context, machine learning
and artificial intelligence tools can be utilized to accelerate the business analysis phase of the design.
Moreover, involving additional stakeholders or addressing their needs more thoroughly through more
detailed questionnaires will help to more precisely define the expected results. This will lead to less
generic and more specific high-level requirements for the SOL

Thirdly, while the framework is focused on smart manufacturing standardization, attention must
also be given to emerging standards not only in DT and automation systems but also in areas such as
management, production quality, and performance.

Fourth, the development of the software prototype based on the provided models can be further
enhanced. To validate the entire system at the SoS level and meet business objectives, it is necessary to
address missing functionalities for managing the production system as designed. This enhancement will
broaden the framework applicability to other types of production systems and open up opportunities
for developing new case studies.

Fifth, the bibliometric analysis should encompass a broader range of approaches to DT development
that have demonstrated robustness across various validated use cases. A more in-depth assessment of
the interest among SMEs in such frameworks is necessary to provide quantifiable justifications for busi-
ness transformation driven by DT systems. It is evident that aspects of DT system development can
be further explored and reviewed to identify and address existing gaps in current research. This will
facilitate the development of actionable propositions for future investigations. Furthermore, conduct-
ing a comprehensive literature review on DT systems, particularly focusing on their interoperability
through standardized metamodels, such as the AAS, and their integration within the production do-
main, could significantly enhance our understanding. Such a review would offer valuable guidelines for
researchers and practitioners alike. This research area is of significant relevance today, as advanced im-
plementation tools and techniques are increasingly influencing design methodologies, thus accelerating
the transformation of manufacturing companies.
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Appendix A

Performance characteristics from EFFRA

in Manufacturing :
1. Economic sustainability

« Product quality - Quality assurance

+ Lead time

+ Lead time

« Flexibility

« Supply chain and value network efficiency

« Productivity

« Process reliability - dependability - availability
« Production speed - OEE (P)

« Business development - Access to new markets

2. Environmental sustainability

« Material efficiency

« Waste minimisation

« Circular economy

+ Reducing emissions in manufacturing processes
+ Reducing the consumption of energy

« Increase usage of renewable energy

+ Reducing the consumption of water and other process resources

3. Social sustainability

Increasing human achievements in manufacturing systems

Occupational safety and health
« Human aspects

« Safe and attractive workplaces

4. Overarching Manufacturing Performance KPIs

143
These accessible a I'adresse : https://theses.insa-lyon.fr/publication/20241SAL0137/these.pdf © [X. Pystina], [2024], INSA Lyon, tous droits réservés



PERFORMANCE CHARACTERISTICS FROM EFFRA

« Overall Equipment Effectiveness (OEE)
in Information and Communication Technologies (ICT):

1. Cybersecurity

+ Cybersecurity Standards for digital manufacturing

Risks addressed by security
« Specific security standard(s) addressed and impact on implementation
« Security mechanisms and technologies

« Risk or security assessment

Trustworthy Systems in Platform Lifetime

A Security Architecture for Digital Manufacturing Platforms

+ Used guidelines and specific frameworks for security and/or privacy by design
2. Interoperability (ICT)

+ Cybersecurity Standards for digital manufacturing

+ Risks addressed by security

« Specific security standard(s) addressed and impact on implementation
« Security mechanisms and technologies

« Risk or security assessment

Trustworthy Systems in Platform Lifetime

A Security Architecture for Digital Manufacturing Platforms

Used guidelines and specific frameworks for security and/or privacy by design
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Appendix B

Traceability matrix

Fig.B.1 Traceability matrix Needs to Objectives. Vertical axis: stakeholder number.order number Need
name, Horizontal axis: Objective Rank.Objective Order Number.Sub-objective Order Number (Sub)Objective
Name.

Fig.B.2 Relationship matrix excerpt Business Requirements from Business Objectives.

Fig.B.3 and Fig.B.4 Traceability matrix for functional requirements and use cases related to BaSyx
components, pages 1 and 2.

Fig.B.5, Fig.B.6 and Fig.B.7 Traceability matrix for functional requirements and use cases related to
Camunda orchestration components, pages 1 to 3.
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TRACEABILITY MATRIX

01 .01 Proactive asset managem|
{1.01.1/2.2 Enhance (data-driw

01.01.2.1/2.1.1.To manage info
01.01.2.2/2.1.2 To manage intey
01.01.2.3/2.1.3 To manage prog
O1.01.2.4/2.1.4 To manage syst
01.01.2.5/2.15To manage timg
01.01.2/2.1 Manage complesity
01 .01 3/2 4 Increase Agility/ad

0101 .4/2 3 Anticipate assets' e
0102 Optimize operational effi

0102 1/1.1 Increase production
01.02.2 Increase workforce eng
OL.02.3 Improve knowledee ma
{01 .02 4 5treamline processess

01.02.5 Maintain robust securit
{01 .02 6 lm prove productf procy
01.02.7 Enhance supply chain m
{1 02 & Develop sustainable ma
01.03 Increase customer satisfa
01.02.1/2 5 Increase product gu
231 Toanticipate production i

01.07 T maximize value RON, profitabili.

i

1

07.02 To improve production eficiency

0103 To effertively manage complexity.. [ < =

07.04 To engage in proactive asset mana...

0207 To meet production targets, cost e i

0202 To consult reporting and analytics .. =

0203 To manage complexity of assets =

0204 To optimize operational efficiency.. el | [

0205 To engane in proactive asset mana... = =

0307 To have immediate insights into th... G = =

03.02 To maintain efficient production pr.. t

04.07 T ensure streamlined processes, e, b=

0402 Toy be sble to monitor and contral - e - o

0403 To Use clear instrudions, safe work.. = i

0507 Tz minimize disruptions, anticipate.. | =+«

05.02 To have immediate access to the p.. o= [l - e

06,07 T increase procduct guality : +

06.02 To optimize product on-time deliv.. - = [

07.01 To accurate dermand forecasting - i -

07.02 To ensure seamless integration an.. = =

0407 To verify complience with specificr.. =

0802 To ensure adherence tolegal andr... = ¥

09.01 T minimize an envircnmental imp.. + =

1007 To elicit clear and comprehen dver.. = =

1002 To translate high-level business re.. = i

1107 T unclerstand business requirame... - -

11.02 To create technical architecture -

11.03 To icdentify syetermn-of -interast g

1207 T implement systems functionaliti..

1202 To use clear project reguirements -

1203 To have arcess to necessarytools (. [+ it

1501 T understand the purpose, scope . | = - - =

Figure B.1: Traceability matrix Needs to Objectives
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BABOK::business requiremt. business objective (Require.

(01.02 Optimize operat...

1.1.7.To reduce production cycle time

11

1.1.8.To maximize productionthrou...

1.1.9.To reduce lead time

i3

1.2.1 Process Analysis and Mapping

1.2.2 Process Automation

1.2.3.Redundancy Elimination

1.2.4 RizkManagement

1.2.5.Changes Management

Figure B.2: Business Requirements from Business Objectives traceability matrix
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TRACEABILITY MATRIX

1-EA-BrainsEdition

Enterpris it

AAS databridge

AAS GUI

AAS registry

AAS repository

AAS server

Analytics

Auditor (DT health monitoring)

Backend APl applications

Broker - Eclipse Basyx V.1

Broker (services and OTS compond

calculateKPls

cancelOrder

changeline

changeStatus

checkStatus

communication between processe|

Configuration Consumer

Configuration Producer - Eclipse M

confirmOrder

Consumer - GUI Camunda

Control

Decision Manager - Camunda BPM|

DT System

Git repository

Graph DB

Inventory Management

Inventory Planning

Inventory verification

launchOrder

Line Monitoring

listenProduction

Machine Monitoring

ML model

Monitoring

Notification

notifyMessage

notifyUser

Production Order Management

readOrder

readStock

replenishStock

Rescheduling

Station Monitoring

Timeseries DB 1

updateStock

verifykPls
verifyThreshold

AAS Management The system should interact with a registry service to manage Asset Admini

1

1

AAS Management.The system should retrieve submodels and submodel elements from the A...

AAS Management.The system should update AAS properties based on received messages and

AAS Manager Initialization.The system must initialize a ConnectedAssetAdministrationShellMa.

AAS Manager Initialization.The system must initialize a ConnectedAssetAdministrationShellMa..

AAS Manager Initialization.The system must initialize a ConnectedAssetAdministrationShellMa.

AAS Manager Initialization.The system must initialize a ConnectedAssetAdministrationShellMa..

Calculate and Set Variables.The system should calculate the total quantity of stock (total)

Calculate and Set Variables.The system should prepare a map contal

ng these variables and ..

Calculate and Set Variables.The system should set the calculated total, red, green, and blue var.

Calculate and Set Variables.The system should set the calculated total, red, green, and blue var..

Data Serialization and Deserialization.The system should deserialize data from JSON format fo..

Data Serialization and Deseri

ization.The system should handle various data formats appropri...

Data Serialization and Deserialization.The system should serialize data to JSON format for co..

Error Handling and LoggingThe system should handle exceptions gracefully, ensuring that ind.

Error Handling and Logging.The system should log significant events and errors for debuggin...

HTTP Communication The system should send HTTP POST requests to a predefined endpoint ..

HTTP Communication This communication should occur based on certain triggers, such as cha...

Integration with BPM engine.The system should be integrated with BPM engine to handle bus.

Log Process Variables.The system should log

| relevant process variables at the be:

g of

Message Processing.The system must construct a response map with the values of the retrieve...

Message Processing.The system must publish the JSON response to the checkStatusResponse .

Message Processing.The system must retrieve a property E_capt_verin_aig2 from a specified su...

Message Processing.The system must retrieve properties CapteurPresence from specified sub..

Message Processing.The system must retrieve properties TPP_P6 and TPP_P1 from a specified ..

Message Processing.The system must serialize the message received from the confirmOrder g..

Message Processing The system must serialize the response map to JSON

Message Processing.The system must update the status of elements in the submodel if selecti..

Message Processing.The system must update the status of elements in the submodel if selecti.

Message Processing.The system must upon receiving a message, set the value of the retrieved.

Message Processing.The system must upon rec

ing a message, set the values of the retrieve..

Message Processing.The system should retrieve a submodel using IDORDER and a product ID ..

Messaging.The system must be able to connect to a RabbitMQ server

Messaging.The system should be capable of consuming messages from these queues and pro..

Messaging.The system should be capable of sending and receiving messages queues for async...

Messaging.The system should declare and manage multiple queues for different types of mess...

Multi-threaded execution.The system should be able to start and manage multiple threads th.

OPC UA dient Integration.The system should connect to an OPC UA server and create subscri...

OPC UA Qient Integration.The system should handle monitored items and update correspond..

OPC UA dient Integration.The system should write values back to OPC UA nodes based on cer...

Order Management.The system should be able to manage orders, including creating new sub..

Order Management.The system should handle updates to order properties based on message

Queue Initialization.The system must declare the "cancel” queue for receiving messages

Paeor2

Figure B.3: Traceability matrix for functional requirements and use cases related to BaSyx components, page 1

27/08/2024 234730
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TRACEABILITY MATRIX

1-EA-Brains Edition|

Enterprise Architect

AAS databridge

AAS GUI

AAS registry

AAS repository

AAS server

Analytics

Auditor (DT health monitoring)

Backend API applications

Broker - Eclipse Basyx V.1

Broker (services and OTS comp(|

calculateKPls

cancelOrder

changelLine

changeStatus

checkStatus

communication between proce

Configuration Consumer

Configuration Producer - Eclipse

confirmOrder

Consumer - GUI Camunda

Control

Decision Manager - Camunda B||

DT System

Git repository

Graph DB

Inventory Management

Inventory Planning

Inventory verification

launchOrder

Line Monitoring

listenProduction

Machine Monitoring

ML model

Monitoring

Notification

notifyMessage

notifyUser

Production Order Management|

readOrder

readStock

replenishStock

Rescheduling

Station Monitoring

Timeseries DB 1

updateStock

verifyKPls
verifyThreshold

Application Startup.Orchestration subs...

1

1

1

Application Startup.The system should ..

1

1

1

Application Startup.The system should ...

Business Logic Execution.Computes ad|...

Business Logic Execution.Implement b...

Data Management and Persistence Ma...

Data Management and Persistence Use...

Dynamic Process Handling.Handle pro...

Dynamic Process Handling.Initiates a st...

Error Handling and Resilience.Error han...

Error Handling and Resilience Handle e...

External Integration and Messaging.Int...

External Integration and Messaging.Util...

Logging and Auditing.Maintain logs for...

Logging and Auditing.System.outprintl...

Message Production.The MessageProd...

Message Production.The messages sho...

Message Production.The system shoul...

Message Production.The system shoul...

Notification and Reporting.The system ..

Notification and Reporting.The system ...

Notify User to Replenish StockBased o...

Notify User to Replenish StockPrinta...

Notify User to Replenish Stock Retrieve ...

Notify User to Replenish Stock Set proc...

Notify User to Replenish Stock.The syst...

Notify User to Replenish Stock.The syst..

NotifyMessage.Define the message na...

NotifyMessage.Retrieve the Camunda p...

NotifyMessage.The system should hav...

NotifyMessage.The system should sen...

NotifyMessage.Trigger the message ev...

Order Processing and Workflow Manag...

Order Processing and Workflow Manag...

Order Processing APL.The APl should a..

Page1of3

Figure B.5: Traceability matrix for functional requirements and use cases related to Camunda orchestration components, page 1

1/05/2004 195622
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TRACEABILITY MATRIX
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AAS databridge
AAS GUI
AAS registry
AAS repository
AAS server
Analytics
Auditor (DT health monitoring)
Backend API applications
Broker - Eclipse Basyx V.1
Broker (services and OTS compq
calculateKPls
cancelOrder
changeline
changeStatus
checkStatus
communication between proce]
Configuration Consumer
Configuration Producer - Eclipse
confirmOrder
Consumer - GUI Camunda §
B
Control g
1|t |4%]|1%]| % |1t |t |Decision Manager-Camunda B|
DT System
Git repository
Graph DB
Inventory Management
Inventory Planning
Inventory verification
launchOrder
Line Monitoring
listenProduction
Machine Monitoring
ML model
Monitoring
Notification
notifyMessage
notifyUser
Production Order Management
readOrder
readStock
replenishStock
Rescheduling
Station Monitoring
Timeseries DB 1
updateStock
5 verifyKPls ;
E i1t |t |% |1t |4t |verifyThreshold g
i

Figure B.7: Traceability matrix for functional requirements and use cases related to Camunda orches-

tration components, page 3
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Appendix C

Requirements traceability diagram

Fig.C.1 Integration model for Inventory Management
Fig.C.2 Integration model for Rescheduling
Fig.C.3 Integration model for Orchestration
Fig.C.4 Integration model for User Notification
Fig.C.5 Integration model for User Notification
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REQUIREMENTS TRACEABILITY DIAGRAM

req [psckage] Testcase [Inventory Management]
oo bl el s i

«functionalRequirement»
ReadStock

wsatistys
text = "The system should read stock -

information from RabbitMQ"

«functionalReguirement»
ReadStock

text = "Currently Placeholder: The provided code does not yet implement reading from
RabbitMQ but mentions RECEIVE_QUEUE_NAME"

«functionalRequirement»
ReadStock

text = "Future Implementation: This class is likely intended to asynchronously read stock
information from gueuel"”

«functionalRequirement»
ReplenishStock

==
text = "The system should send a message containing stock information |
to a RabbitMQ queue (queue2)" i
I
i
«functionalRequirement» P
ReplenishStock |
-
text = "Retrieve values (red_output, green_output, blue_output) from th }
execution context” 1
i
«functionalRequirement» }
ReplenishStock |
fece oy
text = "Construct a message (variables) containing the stock !
information” |
i
«functionalRequirement» }
ReplenishStack |
==
text = "Set process variables (red, green, blue, total) in the execution i
context” }
I
«functionalRequirement» i
i I
ReplenishStock b= 71‘
text = "Calculate the total stock quantity” }
I
«functionalRequirement» ;
ReplenishStock b - vl
I
text = "Use RabbitTemplate to convert and send the message to queue2| |
I
|
«functionalRequirement» |
ReplenishStock 1

text = "Print a confirmation message to the console"

«functionalRequirement»
Stock Update Process

text = "The system should update the stock information within a
business process”

«functionalRequirement»
Stock Update Process

text = "The UpdateStock class should be able to execute a task that
triggers a message event named updateStock”

«functionalRequirement»
Stock Update Process

text = "The system should set a process variable cond to "yes" before
triggering the message event”

«functionalRequirement»
Threshold Verification Process

@ text = "The system should calculate if the resources are enough for
products identified by numeroProduit with quantities specified in
numeroOF"

———-replenishStock|

T

«testCasen
Inventory Management

owned behaviors

Inventory

«functionalRequirement»
Threshold Verification Process

«functionalRequirement»
Threshold Verification Process

text = "For product 1 (Square), the system should check:
Total >= 16 * guantity

text = "The system should set process variables cond and condi to "yes”
or "no" based on whether the production conditions are met”

Red >= 4 * quantity

Blue >= 4 * quantity
Green >= 8 * quantity”

«functionalRequirement»
Threshold Verification Process

«functionalRequirement»
Threshold Verification Process

text = "If conditions are not met, the system should calculate the
maximum quantity that can be produced and set appropriate process
variables {msg, quan, numeroOF)"

text = "For product 2 (Circle}, the system should check:

Total >= 12 * quantity
Red »= 4 * quantity

«functionalRequirement»
Threshold Verification Process

Blue >= 4 * quantity
Green »= 4 * quantity”

text = "The system should verify if the required stock levels meet the
thresholds needed for production”

«functionalRequirement»
Threshold Verification Process

«functionalRequirement»
Threshold Verification Process

text = "For product 3 (Cross), the system should check:
Total >= 9 * quantity

S
text = "The VerifyThreshhold class should execute a task to check if therg

Red >= 4 * guantity

are sufficient resources to produce a specified number of products™

Blue »>= 1 * quantity
Green »= 4 * quantity”

Figure C.1: Integration model for Inventory Management
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«hunctionalRequirement> T
AAS Managerniilakistion AAS Manager Initialization
id = "001.04CFREQ. Basyx" . *001.03CHREQ Basy®
text = "The system must niilize & ) 1 text = "he system must intialize a [<--
ContiectedAserminten el || connectedassetadministrationShellManager with ID for
CancelOrder” with the registry path htgs//localhost | |"Crangetine” with th regsty path hits/ocalhost:
4099/ registry’ | |sosspegisy”
functionalRequirement» i
nagement H
= = i unctionalRequirement>
e i HTTP Communication
tem should interact with a t© !
manage Asser Admiiowation hels (ARG} i "017CFREQ"
1 “This communication should occur based on certa
| |triggers, such as changes in monitored OPC UA node values”
«functionalRequirementy i
ARS Mahsgart i Broker-Eclipse | _
i S BaepxVL_
"007CFREQ" H
text = "The system should retrieve submodels and submodel 1 functionalRequirement»
elements from the AAS registry” ! Thread joining
i |ia="o02cereq
«functionalRequirement> | |text="Each thread should handle a specific process, such as
AAS Manageme: | | changing line configurations, confirming orders, or sending stoc
| |information”
id = "008CFREQ" S
e system should update AAS properties based on
received messages and other conditions”
s «functionalRequirement»
«hunctionalRequirement» Calculate and Set Variables
Calculate and Set Variables BB b
0B UACTRE G B 7 |text="The system should set the calculated total, red, green,
*The system <hauld retiieve rd ot S ISE SIS | and blue variables backinto the process context”
and blue_output from the process variables” ! P
«functionalRequirement» ! Calculate and Set Variables
Calculate and Set Varisbles ! [l4="o0z.0ecrmeq Basye -
003.02CFREQ-Basyx” 1 [text="The system should prepare a map. :onlamlng these
text = "The system should calculate the total quantityof stock || variables and send it o5 a message to que
(total)" b oo
dunctionalRequirement» i unctionalRequirements
Log Process Variables i OPC UA Client Integration
= "The system should log all relevant process variables at "010CFREQ"
e begiming f e xSt = "The system should handle monitored items and update
properties in the AAS'
«functionalRequirement
Data Serialization and Deserialization [
ia="oiscrrear - OPC UA Clien Integration
D id i ! ST
e e i "The system should write values back to OPC UA nodes: Jre—
H it
- : : oo s s gt
functionalRequirement» : roducer ERam -
ializati ial ! = B Milo OPC Client
: = H «functionalRequirement»
020CFREQ" . 4 Integration with BPM engi
he system should handle various data formats
appropriately, ensuring compatibility with RabbitMQ and HTTP "023CFREQ" <
endpoints" text = "The system should be integrated with BPM engine to
handle business process automation” Decision Manogsegy. .
Camunda BRMN
«functionalRequirement> S =
ssage Processing «unctionalRequirementy
[fext = "The system must serialize the response map to ssON" | Messes rose e

text = "The system must construct a response map with the
Values of the retrieved properties”

«functionalRequirement»
Message Processing

«unctionalRequirements
Queue Initialization

text = "The system must serialize the message received from th
confimOrder queue”

text = "The system should declare the "confirm Order” queve for
recelving messages'

«hunctionalRequirement»
tessage Processing

= iy

text = "The system must update the status of elements in the
submodel f selection is "no’, set the status of all elements to
ed™

«functionalRequirement»
Message Processing
“confirms

text = "The system must retrieve properties CapteurPresence
from specified submodels”

functionalRequirement»
Message Processing

text = “The system must upon receiving a message, set the

«functionalRequirement»
Message Processing - 4 ¢
values of the retrieved properties to true’

text = "The system must upon receiving a message, set the valus

B e
submodel if selection is "yes", set the status of a specified functionalRequirement»
nmber of elaments o enfimed ol he st onl e+ Queue Initialization
text = "The system must declare the checkStatus and <
«functionalRequirement checkStatusResponse queues fo receiving and sending 1
Message Processing messages” 1
 system must publish the JSON response to the !
:hecksxalus)?esponse queue” T :
Message Processing i
J

of the retrieved property to true' checkstne il -
! = heckstaty
i «functionalRequirements
«functionalRequirement» i Queue Initialization
Message Processing H e atestCase»
f-—~ |text = "The system must declare the "changeline" queue for 1 Rescheduling
text = "The system must retrieve properties TPP_PG and TPP_P1 recaving masisge |
from a specified submodal” - owned behaviors
= stateMachine» Rescheduling ()
unctionalRequirement» «functionalRequirement» =
i Messagi ascripty
Massaging sk Artifact1a
1d= "003CFREQ” 1 "00SCREQ" < _
he system must be able to connect to a RabbitMQ. ' "The system should be capable of consuming messages : £ escripty B
e i o s ey st pocwsace o et ! Artifact1s
! i ~ aseripty B
inction: n o s
. «unctionalRequirement» Artifact16
Esache Error Handling and Logging el
1d = "024CFREQ" >
“022CFREQ" . Artifact1?
text = "The system should be capable of sending and receiving 1
2 "The system should handle exceptions gracefly, ensurin i
messages queues for asynchronous communication betuween s i e |
services” |
i ‘Auditor (OT health)) _
«functionalRequirement i monitoring)
il S i eunctionalRequirements
H Qu ialization
1d="021CFREQ" N <--q
i text = "The system must declare the "cancel” queve for recei —~

"The system should log swgmi‘:am events and errors for 2 i
messages H

debugging and monitoring purpose:
ooz cancelOrder << -~
functionalRequirement» «functionalReguirement»
Send Messaga'to Cissue Send Message to Queue
e system should send a message (s map of variables) o "The system should send message with variables related
to the queue2 RabbitMQ queue using ities”

Send UpdateStock Message Send UpdateStock Message

text = "The system should trigger a message correlation to the [<<~~
updateStock event within the BPM engine using the current
- i

text = "The system should via the "execute” method set the con
variable to "yes™

«unctionalRequirements i «functionalRequirement»

functionalRequirement»
Stock Management «functionalRequiremerits™" S
Verify Stock Thresholds

updatestock <= ——

id = "012CFREQ" <=
text = "The system should manage stock information, including
properties like total stock and colors (red, blue, green)"

text = "The system should iterate from the requested quantity
down to zero to determine the maximum producible quantity if
thresholds are not met"

«functionalRequirement»
Stock Management

«unctionalReguirement»
Verify Stock Thresholds

"013CFREQ”
xt ystem should handle updates to these properties.
based on messages received from RabbitMQ or other triggers"

"The system should update the process with appropriate
message and variables if producible quantity is found"

«functionalRequirement»

Verify Stock Thresholds «functionalRequirement»

Verify Stock Thresholds

text = "The system should verify if the current stock meets the
thresholds required for production”

text = "The system should set appropriate message and update
variables if no quantity can be produced”

«functionalReguirement»
Verify Stock Thresholds

text = "The system should set cond to 'yes" and update the
process variable if thresholds are met"

Figure C.2: Integration model for Rescheduling
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REQLIIREMENTS TRACEABILITY DIAGRAM

[avaas o oo )

«functionalRequirement»
Application Startup

text = "Starts a new process instance in Camunda BPM using runtime
service (runti It initializes
process variables (numeroProduit, numeroOF, numeroLot, etc.) required for
the workflow.”

text = "Initiate and manage the workflow process based on received inputs’

«functionalRequirement»
Order Processing API

Process Execution with Camunda BPM

«functionalRequirement» ..
Order Processing APl — = " "
text = "The system should process production order related data'
text = "The system should provide a RESTful API endpoint to start a proces:
based on order detals"
«functionalRequirement»
Order Processing API
«functionalRequirement»
GrdsiFiacasine ARt || text = "The system should call the ListenProdu
method with the extracted variables”
text = "The OrderResource class should expose a POST
endpoint /demarrerProcess”
«functionalRequirement»
Order Processing API
«functionalRequirement» —
Process Execution with Camunda BPM “The API should accept a JSON payload, extract the message, and
- into key-value pairs"
text = "The system should correlate message events based on a predefined
message name (Message_1)"
«functionalRequirement»
«functionalRequirement» Process Execution with Camunda BPM .

text

"The system should execute business processes using Camunda BP!
engine"

text = "The system should execute BPMN models”

«functionalRequirement»
Process Execution with Camunda BPM

«functionalRequirement»
RabbitMQ Configuration

text = "The SendMessage class should send a message to the Camunda
runtime service to trigger a message event"

text = "The system should communicate with AAS infrastructure (services of
Eclipse Basyx) and business process (services of BPM engine"

«functionalRequirement»
Production Process Execution

«functionalRequirement»
Production Process Execution

text = "Handles confirmation of orders. Calculates updated values (total,
red, blue, green) based on product type (numeroProdult) and quantity
(numeroOF). Sends messages via RabbitMQ to update downstream system:
or notify stakeholders”

text = "Execute specific tasks or actions based on business rules or
conditions”

«functionalRequirement»
External Integration and Messaging

«functionalRequirement»
External Integration and Messaging

text = "Integrate with external systems for data exchange and

text = "Utilizes RabbitMQ for asynchronous messaging between workflow
components and exteral systems (rabbit "

«functionalRequirement»
Message Production

ReadOrderApplication

functionalRequirement» f<—-
Message Production text = "The system should have a functionality to produce messages”
“The system should have the capability to send messages to a
specified RabbitMQ queue”
«functionalRequirement»
Message Production
«functionalRequirement»
Message Production text = "The messages should be sent to the queue autowired as “queue0"”
text = "The MessageProducer class should send messages using the
sendMessage method”
«functionalRequirement»
ncion e Data Management and Persistence L -
Deta Management s Eexsstue text = "Manage and persist process variables and state information”
text = "Uses Camunda BPM's runtime service to manage process variables
{ : - ¢ et
«unctionalRequirement»
«unctionalRequirement» BanciOrderApplication S

text = "The system shoul read/write order information from AAS"

text = "The system should be able to start up using Spring Boot framework’ “functionalRequlrements
Application Startup e
- - i
«functionalRequirement» text = "Orchestration subsystem ) |
Application Startup |
i
text = "The system should have main class Application to i !
Spring Boot application context’ !
«functionalRequirement» «functionalRequirement» i
Business Logic Execution Business Logic Execution f
text = "Computes adjustments to quantities (quantity), totals (total), and text = "Implement business logic for calculating quantities, totals, and ]
colors (red, blue, green) based on product type (numeroProdut). It sends other derived data” !
updated values to downstream processes via RabbitMQ" !
«functionalRequirement» «functionalRequirement» |
Dynamic Process Handling a Dynamic Process Handling - A
tes a status check operation (sendMessage("check status") text = "Handle processes dynamically based on incoming events or data”
using RabbitMQ. It waits for a response (latch.await()) and updates
workflow variables based on the received properties”
«functionalRequirement» «functionalRequirements
Order Processing and Workflow Management Order Processing and Workflow Management e -

Decision Manager -
Camunda BPMN

Broker - Eclipse

BasyxV.d_

Inventory

confimed). It constructs a message payload (variables) and sends it via
RabbitMQ to indicate status changes”

text = "The system should send order information to a RabbitMQ queue”
«functionalRequirement»
«functionalRequirement» ReadOrderApplication
ReadOrderApplication
text = "Send the order information using MessageProducer.sendMessage()
text = "Inject MessageProducer dependency to send messages"
functionalRequirement»
«functionalRequirement» ReadorderAbelaton
ReadStock
T | text = "Retrieve order information (message) from the execution context”
text = "The system should have a read stock from AAS functionality” i
|
s
«functionalRequirement» «functionalRequirement»
Status Monitoring and Update Stock Update Process
text = "Updates the status of an order or process (change status to

text = "The system should recieve information to update stock”

«functionalRequirement»
Logging and Auditing

«functionalRequirement»
Status Monitoring and Update

text = "System.out.println statements in various execute methods serve as
basic logging for operations performed”

text = "Monitor and update status information within the workflow"

«functionalRequirement»
Error Handling and Resilience

«functionalRequirement»
Logging and Auditing

text = "Maintain logs for actions performed and messages exchanged"”

text = "Error handling mechanisms are not explicitly implemented in the
provided snippets but should be considered for production readiness"

«functionalRequirement»
Error Handling and Resilience

«functionalRequirement»
ReplenishStock

text = "Handle errors and ensure resilience in message pas:
workflow execution”

‘Auditor (DT health

monitoring)

text = "The system should be able to simulate stock replenishment process!
in AAS"

=

«functionalRequirement»
Threshold Verification Process

text = "The system should verify threshold for production order"

«testCasen
Orchestration

Figure C.3: Integration model for Orchestration
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e e

«functionalRequirement»
Notification and Reporting

unctionalRequirement» V.
Notification and Reporting Decision Manager -
\iamundi BP(I)Il(B‘l

text = "Basic notifications are printed to the console (System.out.println)

i X . o text = "Notify stakeholders about critical events or status changes"”
upon message sending via RabbitMQ’ Y 8

«functionalRequirement»
Notify User to Replenish Stock

text = "The system should notify users about the stock status and whether
they can produce a certain product”

«functionalRequirement»
Notify User to Replenish Stock

text = "Retrieve variables (total, numeroProduit, numeroOF, red, green,
blue) from the execution context”

«functionalRequirement»
q Notify User to Replenish Stock l -

atestCasen
User Notification

«functionalRequirement

Notify Usar to Replenish Stock | text = "The system should have a user notification functionality’

text = "Based on numeroProduit, determine if sufficient resources are
avallable to produce the product” scripty B ‘

Artifact22

«hunctionalRequirement»
Notify User to Replenish Stock weripty B

Artifact23

text = "Set process variables (msg, cond, quan) indicating the production
feasibility and quantity”

«functionalRequirement»
Notify User to Replenish Stock

text = "Print a message to indicate if production is possible or not”

«functionalRequirement»
NotifyMessage

text = "The system should send a message to trigger a notification process

«functionalRequirement»
NotifyMessage

text = "Retrieve the Camunda process engine and runtime service” _ —

«functionalRequirement»
«functionalRequirement» - NotifyMessage
NotifyMessage

il text = "The system should have a notification message functionality”

A

text = "Define the message name (SendMessage)"

«functionalRequirement»
NotifyMessage

text
variables"

ger the message event by correlating with the current process

Figure C.4: Integration model for User Notification

req [package] Testcase [k

001-The system shall measure the time it takes to
complete each production cycle s

al

|

|
002-The system shall record the time it takes to L_

|‘ Decision Manager -
complete each production cycle ==

Camunda BPMN
SO

I

|
009-The system shall monitor the number of pallets }
produced per day b )

007-The system shall calculate the threshold for = ;/calculateKPls =g
production cycle time as 110% of the target time (i.e., s ——-
5.78 minutes)

013-The system shall calculate the threshold for
throughput as 80% of the target throughput (i.e., 12
pallets x 0.8 = 9.6 pallets per day)

-

003-The system shall provide a visual indicator or alert
if the production cycle time exceeds 5.25 minutes s ——

«testCasen
Metrics analysis

005-The system shall display the average production

«script»
cycle time for a given period s ——

‘e Artifact24

«script»

010-The system shall provide a visual indicator or alert Artifact25

if the daily throughput falls below 12 pallets e ——

006-The system shall display the range of cycle times

008-The system shall display the threshold for
production cycle time as 110% of the target time (i.e., e ——
5.78 minutes)

011-The system shall display the average daily
throughput for a given period s ——

012-The system shall display the range of daily
throughput ==

014-The system shall display the threshold for
throughput as 80% of the target throughput (i.e,, 12 ==
pallets x 0.8 = 9.6 pallets per day)

Figure C.5: Integration model for Metrics analysis
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Appendix D

Network diagram

Fig.D.1 Platform S.mart VLAN network diagram

Diagramme réseaux de S.mart RAO Lyon M

' Sonde 1 Sw302-3-6.insa-lyon. fr
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.l N ) 22
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Figure D.1: Platform S.mart VLAN network diagram
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Appendix E

Configuration files

BaSyx AAS Registry component: context configuration file

# HAHHHHARAAHHBH AR AR A A HBH AR
# HTITP Context configuration file
# HHHHHHARSHHHH ARG HHH RS

HEHHHHARAHHHHH AR AR HHHH BB HHH

Context Path

HEHHHHARAAHHHH AR AR AR HBH B ARSI

Specifies the subpath in the url for this server context

H B B R

contextPath=/registry

# RAHAHHAHAAHAHHAHBHH AR B H AR HAH S

# Hostname

H ORAHAHHAHASHAHEAHASHAHASHASHAHES

# Specifies the hostname for this server context

contextHostname=1localhost

# ORAHAHHSHASHAEHEAHASHAHASHASHAHES

# Port

# HAHAHHAHASHAH A HAHHAHBAHASHAH S

# Specifies the port for this server context

contextPort=4000

HAHHAHBAHHAHHAHHAHHAH AR HHAH AR S

JWT Bearer Token Authentication

HEHHHHA RS S HHHH ARG S HHHH BRI

jwtBearerTokenAuthenticationIssuerUri=http://localhost:9005/auth/realms/basyx-
demo

jwtBearerTokenAuthenticationJwkSetUri=http://localhost:9005/auth/realms/basyx-
demo/protocol/openid-connect/certs

jwtBearerTokenAuthenticationRequiredAud=aas-registry

B B R

Ras

I+

HHHBHHHRHHURHHU RS HU RS H UG H TR HH

HTTPS configuration

HUHAHHHAHHUHHU RS HH A SR UG HH AR HH

Specifies the HTTPS configuration for this server context
Will be enabled if both sslKeyPath and sslKeyPass are set
The key references the SSL certificate

H OB HE R

Bas

sslKeyStoreLocation=resources/basyxtest. jks
# sslKeyPass=pass123
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CONFIGURATION FILES

HEHHAHHAEHASHAEHHEHHSHAEHHAEHHHAHH

Cross-origin resource sharing

HEHHAHHAHASHAHHAHESHAHHAHERHAHH

CORS can be configured by defining the origin

Use wildcard (*) to indicate that the requests from all domains are allowed

H OH H

I

accessControlAllowOrigin=http://www.example.com

BaSyx AAS Registry component: registry configuration file

# HHEHHARRAHHHHHHE RS HHH SRR
Registry configuration file
HHHHHH AR AR HHH AR HHHH AR RS

H

HUBHHHARHHARHHAERHHARA S HER S HE

Backend

HUBHHHAHH UG HH AR HHE RS HE R HY

Specifies the backend that loads the AAS and Submodels

H OB B R

# InMemory - does not persist AAS or submodels
registry.backend=InMemory

# MongoDB - persists data within a MongoDB
# See connection configuration in mongodb.properties

# registry.backend=MongoDB

# SQL - persists data within an SQL database
# See connection configuration in sql.properties

H*

registry.backend=SQL

HUBHHHASHH A HH AR HH B RS HE RS HH

Event-Backend

HUBHHHASHHARHHAERHHARA S HER S HE

MQTT - MQTT events are fired for various registry operations
registry.events=NONE

# registry.events=MQIT

# registry.events=MQTTV2

# registry.events=MQTTV2_SIMPLE_ENCODING

#
#
#
#

# Id that is used in e.g. mqtt topics to enable multiple registries connected to
one broker
registry.id=aas-registry

# HHHHARAAHHHHHEHAAAAHHHHARRS

# Authorization

# HHEHHHARAHHHHHHE AR HH TSR AR

# registry.authorization=Enabled
registry.authorization=Disabled

# HAEAHHAHSHHASHHARHHARHHARHHAS

# TaggedDirectory

H OHAEHHHAHHHASHHASHHA SR U H RS

# registry.taggedDirectory=Enabled
registry.taggedDirectory=Disabled

MongoDB: configuration file
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# HAEHHHHARAAHHHHER AR AR HBH AR AR
MongoDB Backend configuration
HEHHHHAR A HHHH ARG HHHH BB

H R

HAEHHHHARAAHHHH AR AR A HHHH AR AR

Database Name

HEHHHHARAHHHHH ARG S HHHHH AR

The database in the MongoDB that hold the data

H B B R

dbname=admin

HHHBHHHAHHUAHHU AR HH AR HH AR HEH

Connection String

HUHBHHHAHHUBHHU AR HH AR HHE RS

MongoDB connection string for connecting to the MongoDB endpoint

Here it is not localhost, because the container has to address the mongodb
container in the default docker environment used in this component

H H H O H

dbconnectionstring=mongodb: //mongodb:27017/

# HHEHHARAHHHHHARAAHHHH AR AR HEH

# Registry Collections

# HHHHHHARAHHHHHER RS HHH RS

# Collection name that is used for storing registry data

dbcollectionRegistry=registry

# HUBHHHAHHHAHHUASHUAGHH R HHHRH

# AAS collections

# HUGHHUAHHUAHHUAHHUAGHHRRHHHRH

# Collection names that are used for storing the AAS and Submodels

dbcollectionAAS=assetadministrationshells
dbcollectionSubmodels=submodels

H =

163
These accessible a I'adresse : https://theses.insa-lyon.fr/publication/20241SAL0137/these.pdf © [X. Pystina], [2024], INSA Lyon, tous droits réservés



CONFIGURATION FILES

164
These accessible a I'adresse : https://theses.insa-lyon.fr/publication/20241SAL0137/these.pdf © [X. Pystina], [2024], INSA Lyon, tous droits réservés



Appendix F

Implemented prototype screenshots

BaSyx AAS Web UI: Fig.F.1 AAS for current production order. Fig.F.2 AAS Production order with status
for product 2. Fig.F.3 AAS Production order with status for product 5.
OPC-UA variables configuration: Fig.F.4 List of variables from PLC of Post7 used by DT system.
DT system performance metrics in Prometheus: Fig.F.5 Prometheus for Rabbit MQ on 2 subsequent
sessions of DT system. Fig.F.6 Prometheus monitoring log back events. Fig.F.7 Prometheus monitoring
process cpu usage.

v & asu X @ Camunda Taskist x |+ - x
< (6] @ localhost:4088/?aas=http://localhost:4500/aasServer/shells/AssetAdministrationShell---63397FBC/aas&path=submodels/order_2/sub... Yt S & Im} R ﬂ :
ZZ AsWebul = mammee, ANDUSTRIEA.D %
Q | search for AAS + AAS Treeview Element Details Visualization

Jej_njj, trationShell—23E97F4B ® x » order_1

prod_1

order_2
suationshell-38pc7eDg @ X
@ bmodelEle [B NumeroProduit
RO rationshell000s0s @ X L 1
AssetAdministrationShell-~409DB305 2 prod_2
Post7 status
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Figure F.1: AAS for current production order
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Figure F.2: AAS Production order with status for product 2
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Figure F.3: AAS Production order with status for product 5
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Figure F.4: List of variables from PLC of Post7 used by DT system
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Figure F.5: Prometheus for Rabbit MQ on 2 subsequent sessions of DT system
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Figure F.7: Prometheus monitoring process cpu usage
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Appendix G

Validation traceability matrix

Fig.G.1 Traceability matrix for validation of high-level requirements model, pagel.

Fig.G.2 Traceability matrix for validation of high-level requirements model, page2.

Fig.G.3 Traceability matrix for validating the hierarchy of SoS (System-of-Systems), S (system), Sub
(subsystem), and C (component) requirements against use cases.

In all validation traceability matrices, the source is the requirement and the target is the use case.
The direction of the "satisfy" relationship is from target to source (target -> source). If a use case or
component is listed as satisfying a requirement, it means that the requirement is fulfilled by that use
case or component.

169
These accessible a I'adresse : https://theses.insa-lyon.fr/publication/20241SAL0137/these.pdf © [X. Pystina], [2024], INSA Lyon, tous droits réservés



VALIDATION TRACEABILITY MATRIX

1-€A- Brains Edition

Enterprise Architect

AAS databridge

AAS GUI

AAS registry

AAS repository

AAS server

Analytics

Auditor (DT health monitoring)

Backend API applications

Broker - Eclipse Basyx V.1

Broker (services and OTS compong

calculateKPls

communication between processe

Configuration Consumer

Configuration Producer - Eclipse M|

Consumer - GUI Camunda

Control

Decision Manager - Camunda BPN,

DT System

Git repository

Graph DB

Inventory Management

Inventory Planning

Inventory Verification

Line Monitoring

Machine Monitoring

ML model

Monitoring

Notification

Production Order Management

Rescheduling

Station Monitoring

Timeseries DB 1
verifyKPIs

001-The system shall measure the time it takes to complete each production cycle

001.01-The system shall have a timer function

001.02-The system shall record the start and end times of each production cycle

001.03-The system shall be able to accurately measure production cycle times to the nearest sec...

001.04-The system shall be able to differentiate between different types of production cycles (e....

001.05-The system shall be able to identify the specific production line or machine where each c...

001.06-The system shall integrate with other systems or sensors

001.07-The system should gather data related to production cycle time

001.07.01- Gather data as machine status

001.07.02- Gather data about material consumption

001.07.03- Gather data about production rate

002-The system shall record the time it takes to complete each production cycle

002.01-Database

002.02-The system shall store the production cycle time data

002.03-The system shall be able to organize the production cycle time data by production line, ...

002.04-The system shall be able to retrieve production cycle time data for a given time period

002.05-The system shall be able to export production cycle time data to a format that can be an...

003-The system shall provide a visual indicator or alert if the production cycle time exceeds 5.25

004-The system shall provide a report or dashboard

005-The system shall display the average production cycle time for a given period

006-The system shall display the range of cycle times

007-The system shall calculate the threshold for production cycle time as 110% of the target tim...

008-The system shall display the threshold for production cycle time as 110% of the target time

009-The system shall monitor the number of pallets produced per day

009.01-The system shall have a sensor or counter to track the number of products produced

009.02-The system shall be able to differentiate between different types of products

009.03-The system shall be able to track the number of defective products and remove them fro...

009.04-The system shall be able to calculate the daily throughput based on the number of prod.

010-The system shall provide a visual indicator or alert if the daily throughput falls below 12 pa

011-The system shall display the average daily throughput for a given period

012-The system shall display the range of daily throughput

013-The system shall calculate the threshold for throughput as 80% of the target throughput i....

Page1of2

Figure G.1: Traceability matrix for high-level requirements to use case, page 1
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VALIDATION TRACEABILITY MATRIX

1-EA-Brains Edition

Enterprise Architect

AAS databridge

AAS GUI

AAS registry

AAS repository

AAS server

Analytics

Auditor (DT health monitoring)

Backend API applications

Broker - Eclipse Basyx V.1

Broker (services and OTS compon|

calculateKPls

communication between processe

Configuration Consumer

Configuration Producer - Eclipse N

Consumer - GUI Camunda

Control

Decision Manager - Camunda BPM|

DT System

Git repository

Graph DB

Inventory Management

Inventory Planning

Inventory Verification

Line Monitoring

Machine Monitoring

ML model

Monitoring

Notification

Production Order Management

Rescheduling

Station Monitoring

Timeseries DB 1
verifyKPls

C001-Each component within the subsystems should have clear functional specifications that define its bel

C002-Components should adhere to interoperability standards and compatibility requirements to ensure s...

1

C002.01-Each component should use standardized interfaces, protocols, and data formats.

C003-Components should be reliable, performing their functions accurately and consistently.

C003.01-Each component should meet performance requirements, such as response time, throughput, and...

C004-Components should have possibilities of replacement, software updates, and configuration changes ...

S001-Each individual system should accurately model its behavior, characteristics, and functionalities.

S001.01-The system should be able to capture system-specific details and dynamics to enable accurate sim...

S002-Each individual system should have mechanisms to capture relevant data in real-time.

S002.01-The system should have sensors, loT devices, or other data collection methods to acquire data from...

S003-Each individual system should have mechanisms to monitor its performance.

S004-Each system should have well-defined interfaces and communication protocols to interact with other ...

S005-Each system should withstand failures and disruptions, maintaining its functionality and performance i...

S006-Each system should have redundancy, fault tolerance, and recovery and resilience mechanisms.

S0S001-The system should facilitate seamless communication and data exchange between the constituen

S0S001.01-The system should have standardized interfaces, protocols, and data formats for interoperability.

S0S001.02-The system should dynamically change the gateway or interface according to recieved query.

S0S002-The system should integrate the functionalities of the individual systems to achieve overarching ob...

S0S002.02-The system should coordinate data flows, act s, and processes among the constituent systems.

S0S003-The system should orchestrate the functionalities of the individual systems to achieve overarching ...

S0S004-The system should aggregate and integrate data from various sources and subsystems to provide a ...

S0S004.01-The system should use data fusion techniques and integration mechanisms necessary for combi...

S0S004.02-The system should be able to accumulate knowledge

S0S004.03-The system should be able to build knowledge using its functionalities

S0S005-The system should enable the analysis of system-level performance, including emergent behaviors, ...

S0S005.01-The system should provide metrics and visualization tools to assess system-level performance.

So0S006-The system should have service-oriented architecture that has semantically defined elements

Sub004-Each subsystem should monitor its performance, capturing relevant metrics and data.

Sub005-Subsystems should have scalable and modular models, allowing for easy expansion or replacement .

SubS001-Subsystem should interact and communicate effectively to achieve their specific objectives. Wel

SubS001.01-Subsystem should have well-defined interfaces and protocols to facilitate seamless collaboratio...

SubS002-Subsystems should have accurate models to capture their behavior and characteristics.

SubS003-Subsystems should have simulation capabilities to test and optimize subsystem-level operations.

Pagelof1

Figure G.3: Traceability matrix for validating the hierarchy of requirements to use cases
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